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#### Abstract

We demonstrate that, together with the available experimental information, chiral symmetry determines the low energy behaviour of the $\pi \pi$ scattering amplitude to within very small uncertainties. In particular, the threshold parameters of the $S_{-}, P_{-}, D$ and $F$-waves are predicted, as well as the mass and width of the $\rho$ and of the broad bump in the $S$-wave. The implications for the coupling constants that occur in the effective Lagrangian beyond leading order and also show up in other processes, are discussed. Also, we analyze the dependence of various observables on the mass of the two lightest quarks in some detail, in view of the extrapolations required to reach the small physical masses on the lattice. The analysis relies on the standard hypothesis, according to which the quark condensate is the leading order parameter of the spontaneously broken symmetry. Our results provide the basis for an experimental test of this hypothesis, in particular in the framework of the ongoing DIRAC experiment: The prediction for the lifetime of the ground state of a $\pi^{+} \pi^{-}$atom reads $\tau=(2.90 \pm 0.10) 10^{-15} \mathrm{sec}$.
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## 1 Introduction

The study of $\pi \pi$ scattering is a classical subject in the field of strong interactions. The properties of the pions are intimately related to an approximate symmetry of QCD. In the chiral limit, where $m_{u}$ and $m_{d}$ vanish, this symmetry becomes exact, the Lagrangian being invariant under the group $\mathrm{SU}(2)_{\mathrm{R}} \times \mathrm{SU}(2)_{\mathrm{L}}$ of chiral rotations. The symmetry is spontaneously broken to the isospin subgroup $\mathrm{SU}(2)_{\mathrm{v}}$. The pions represent the corresponding Goldstone bosons.

In reality, the quarks are not massless. The theory only possesses an approximate chiral symmetry, because $m_{u}$ and $m_{d}$ happen to be very small. The consequences of the fact that the symmetry breaking is small may be worked out by means of an effective field theory [1]. The various quantities of interest are expanded in powers of the momenta and quark masses. In the case of the pion mass, for instance, the expansion starts with [2]

$$
\begin{equation*}
\left.M_{\pi^{+}}^{2}=\left(m_{u}+m_{d}\right) B+O\left(m^{2}\right), \quad B=\frac{1}{F^{2}}|\langle 0| \bar{u} u| 0\right\rangle \mid, \tag{1.1}
\end{equation*}
$$

where $F$ is the value of the pion decay constant in the chiral limit, $m_{u}, m_{d} \rightarrow 0$. The formula shows that the square of the pion mass is proportional to the product of $m_{u}+m_{d}$ with the order parameter $\langle 0| \bar{u} u|0\rangle$. The two factors represent quantitative measures for explicit and spontaneous symmetry breaking, respectively. If the explicit symmetry breaking is turned off, the pions do become massless, as they should: The symmetry is then exact, so that the spectrum contains three massless Goldstone bosons, while all other levels form massive, degenerate isospin multiplets.

The properties of the Goldstone bosons are strongly constrained by chiral symmetry: In the chiral limit, the scattering amplitude vanishes when the momenta of the pions tend to zero. To first order in the symmetry breaking, the $S$-wave scattering lengths are proportional to the square of the pion mass [3]:

$$
\begin{equation*}
a_{0}^{0}=\frac{7 M_{\pi}^{2}}{32 \pi F_{\pi}^{2}}, \quad a_{0}^{2}=-\frac{M_{\pi}^{2}}{16 \pi F_{\pi}^{2}}, \tag{1.2}
\end{equation*}
$$

where $a_{\ell}^{I}$ stands for the scattering length in the isospin $I$ channel with angular momentum $\ell$. The two low energy theorems (1.2) are valid only at leading order in a series expansion in powers of the quark masses: The next-to-leading order corrections were calculated in [4], and even the next-to-next-to-leading order corrections are now known (5).

In the following, we exploit the fact that analyticity, unitarity and crossing symmetry impose further constraints on the scattering amplitude. These were analyzed in detail in [6], on the basis of the Roy equations (7] and of the experimental data available at intermediate energies. The upshot of that analysis is that $a_{0}^{0}$ and $a_{0}^{2}$ are the essential low energy parameters: Once these are known, the available experimental data determine the low energy behaviour of the $\pi \pi$ scattering amplitude to within remarkably small uncertainties. As discussed above, chiral symmetry predicts exactly these two parameters. Hence the low energy behaviour of the scattering amplitude is fully determined by the experimental data in the intermediate energy region and the theoretical properties just mentioned: analyticity, unitarity, crossing symmetry and chiral symmetry.

The resulting predictions for the $S$-wave scattering lengths were presented already [8]. The purpose of the present paper is to (i) discuss the analysis that underlies these predictions in more detail, (ii) present the results for the threshold parameters of the $P_{-}, D_{-}$, and $F$-waves, (iii) give an explicit representation for the $S$ - and $P$-wave phase shifts and (iv) extract the information about the coupling constants of the effective Lagrangian.

Several authors have performed a comparison of the chiral perturbation theory predictions with the data, in particular also in view of a determination of the effective coupling constants $\ell_{1}$ and $\ell_{2}$ (9]-[22]. Stern and collaborators 23, 24] investigate the problem from a different point of view, referred to as "Generalized Chiral Perturbation Theory". These authors treat the $S$-wave scattering lengths as free parameters and investigate the possibility that their values strongly deviate from those predicted by Weinberg. In the language of the effective chiral Lagrangian, this scenario would arise if the standard estimates for the effective coupling constant $\ell_{3}$ were entirely wrong: The quark condensate would then fail to represent the leading order parameter of the spontaneously broken chiral symmetry. Indeed, these estimates rely on a theoretical picture that has not been tested experimentally.

On the experimental side, the situation is the following. As shown in early numerical analyses of the Roy equations [25], only data sufficiently close to threshold can provide significant bounds on the scattering lengths. The often quoted values $a_{0}^{0}=0.26 \pm 0.05, a_{0}^{2}=-0.028 \pm 0.012$ [26, 27] mainly rely on the $3 \cdot 10^{4}$ $K \rightarrow \pi \pi e \nu$ decays collected by the Geneva-Saclay collaboration, which provided its final results in 1977 [28]. There are new data from Brookhaven [29, 30], where more than $4 \cdot 10^{5} K_{e_{4}}$ decays are being analyzed, and the low energy behaviour of the relevant form factors is now also known much better [32, 22]. As will be discussed in section 13, the preliminary results of this experiment indeed reduce the uncertainties significantly. A similar experiment is proposed by the NA48 collaboration at CERN [33]. Unfortunately, the data taking at the DA $\Phi$ NE facility is delayed, due to technical problems with the accelerator. A beautiful experiment is under way at CERN [34], which is based on the fact that $\pi^{+} \pi^{-}$atoms decay into a pair of neutral pions, through the strong transition $\pi^{+} \pi^{-} \rightarrow \pi^{0} \pi^{0}$. Since
the momentum transfer nearly vanishes, only the scattering lengths are relevant: At leading order in isospin breaking, the transition amplitude is proportional to $a_{0}^{0}-a_{0}^{2}$. The corrections at next-to-leading order are now also known [35], as a result of which a measurement of the lifetime of a $\pi^{+} \pi^{-}$atom amounts to a measurement of this combination of scattering lengths. Finally, we mention the new data on pion production off nucleons, obtained by the CHAOS collaboration at Triumf [36]. The scattering lengths may be extracted from these data by means of a Chew-Low extrapolation procedure. Chiral symmetry, however, suppresses the one-pion exchange contribution with a factor of $t$, so that a careful data selection is required to arrive at a coherent Chew-Low fit. It yet remains to be seen whether these data permit a significant reduction of the uncertainties in the experimental determination of $a_{0}^{0}$ and $a_{0}^{2}$.

The experiments mentioned above are of particular interest, because they offer a test of the hypothesis that the quark condensate represents the leading order parameter of the spontaneously broken symmetry: If the predictions obtained in the present paper should turn out to be in contradiction with the outcome of these experiments, the commonly accepted theoretical picture would require thorough revision.

## 2 Chiral representation

Throughout the present paper we work in the isospin limit: We disregard the e.m. interaction and set $m_{u}=m_{d}=m$. The various elastic reactions among two pions may then be represented by a single scattering amplitude $A(s, t, u)$. Only two of the Mandelstam variables are independent, $s+t+u=4 M_{\pi}^{2}$ and, as a consequence of Bose statistics, the amplitude is invariant under an interchange of $t$ and $u$.

As discussed in detail in ref. [9], chiral perturbation theory allows one to study the properties of the $\pi \pi$ scattering amplitude that follow from the occurrence of a spontaneously broken approximate symmetry. The method is based on a systematic expansion in powers of the momenta and of the light quark masses. We refer to this as the chiral expansion and use the standard bookkeeping, which counts the quark masses like two powers of momentum, $m=O\left(p^{2}\right)$.

The two loop representation of the scattering amplitude given in [5] yields the first three terms in the chiral expansion of the partial waves:

$$
\begin{equation*}
t_{\ell}^{I}(s)=t_{\ell}^{I}(s)_{2}+t_{\ell}^{I}(s)_{4}+t_{\ell}^{I}(s)_{6}+O\left(p^{8}\right) \tag{2.1}
\end{equation*}
$$

At leading order, only the $S$ - and $P$-waves are different from zero:

$$
\begin{equation*}
t_{0}^{0}(s)_{2}=\frac{2 s-M_{\pi}^{2}}{32 \pi F_{\pi}^{2}}, \quad t_{1}^{1}(s)_{2}=\frac{s-4 M_{\pi}^{2}}{96 \pi F_{\pi}^{2}}, \quad t_{0}^{2}(s)_{2}=-\frac{s-2 M_{\pi}^{2}}{32 \pi F_{\pi}^{2}} \tag{2.2}
\end{equation*}
$$

In the low energy expansion, inelastic reactions start showing up only at $O\left(p^{8}\right)$. The unitarity condition therefore reads:

$$
\begin{equation*}
\operatorname{Im} t_{\ell}^{I}(s)=\sigma(s)\left|t_{\ell}^{I}(s)\right|^{2}+O\left(p^{8}\right), \quad \sigma(s)=\sqrt{1-\frac{4 M_{\pi}^{2}}{s}} \tag{2.3}
\end{equation*}
$$

The condition immediately implies that the imaginary parts of the two loop amplitude may be worked out from the one-loop representation:

$$
\begin{equation*}
\operatorname{Im} t_{\ell}^{I}(s)=\sigma(s) t_{\ell}^{I}(s)_{2}\left\{t_{\ell}^{I}(s)_{2}+2 \operatorname{Re} t_{\ell}^{I}(s)_{4}\right\}+O\left(p^{8}\right) \tag{2.4}
\end{equation*}
$$

The formula shows that, at low energies, the imaginary parts of the partial waves with $\ell \geq 2$ are of order $p^{8}$ and hence beyond the accuracy of the two loop calculation.

Stated differently, the imaginary part of the two loop representation is due exclusively to the $S$ - and $P$-waves. This implies that, up to and including $O\left(p^{6}\right)$, the chiral representation of the scattering amplitude only involves three functions of a single variable:

$$
\begin{align*}
A(s, t, u)= & C(s, t, u)+32 \pi\left\{\frac{1}{3} U^{0}(s)+\frac{3}{2}(s-u) U^{1}(t)+\frac{3}{2}(s-t) U^{1}(u)\right. \\
& \left.+\frac{1}{2} U^{2}(t)+\frac{1}{2} U^{2}(u)-\frac{1}{3} U^{2}(s)\right\}+O\left(p^{8}\right) \tag{2.5}
\end{align*}
$$

The first term is a crossing symmetric polynomial in $s, t, u$,

$$
\begin{equation*}
C(s, t, u)=c_{1}+s c_{2}+s^{2} c_{3}+(t-u)^{2} c_{4}+s^{3} c_{5}+s(t-u)^{2} c_{6} . \tag{2.6}
\end{equation*}
$$

The functions $U^{0}(s), U^{1}(s)$ and $U^{2}(s)$ describe the "unitarity corrections" associated with $s$-channel isospin $I=0,1,2$, respectively. In view of the fact that the chiral perturbation theory representation for the imaginary parts of the partial waves grows with the power $\operatorname{Im} t_{\ell}^{I}(s)_{6} \propto s^{3}$, we need to apply several subtractions for the dispersive representation of these functions to converge. It is convenient to subtract at $s=0$ and to write the dispersion integrals in the form

$$
\begin{align*}
U^{0}(s) & =\frac{s^{4}}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} d s^{\prime} \frac{\sigma\left(s^{\prime}\right) t_{0}^{0}\left(s^{\prime}\right)_{2}\left\{t_{0}^{0}\left(s^{\prime}\right)_{2}+2 \operatorname{Re} t_{0}^{0}\left(s^{\prime}\right)_{4}\right\}}{s^{\prime 4}\left(s^{\prime}-s\right)} \\
U^{1}(s) & =\frac{s^{3}}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} d s^{\prime} \frac{\sigma\left(s^{\prime}\right) t_{1}^{1}\left(s^{\prime}\right)_{2}\left\{t_{1}^{1}\left(s^{\prime}\right)_{2}+2 \operatorname{Re} t_{1}^{1}\left(s^{\prime}\right)_{4}\right\}}{s^{\prime 3}\left(s^{\prime}-4 M_{\pi}^{2}\right)\left(s^{\prime}-s\right)}  \tag{2.7}\\
U^{2}(s) & =\frac{s^{4}}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} d s^{\prime} \frac{\sigma\left(s^{\prime}\right) t_{0}^{2}\left(s^{\prime}\right)_{2}\left\{t_{0}^{2}\left(s^{\prime}\right)_{2}+2 \operatorname{Re} t_{0}^{2}\left(s^{\prime}\right)_{4}\right\}}{s^{\prime 4}\left(s^{\prime}-s\right)}
\end{align*}
$$

The subtraction constants are collected in the polynomial $C(s, t, u)$. Alternatively, we could set $C(s, t, u)=0$ and book the subtraction terms as polynomial contributions to $U^{0}(s), U^{1}(s), U^{2}(s)$. The decomposition of $C(s, t, u)$ into a set of three polynomials of a single variable is not unique, however, so that we would
have to adopt a convention for this splitting - we find it more convenient to work with the above representation of the amplitude.

The specific structure of the unitarity correction given above was noted already in [23]. It is straightforward to check that the explicit result of the full two loop calculation described in [5] is indeed of this structure. The essential result of that calculation is the expression for the polynomial part of the amplitude, in terms of the effective coupling constants. The corresponding formulae, which specify how the coefficients $c_{1}, \ldots, c_{6}$ depend on the quark masses, are given in appendix B. These, in particular contain Weinberg's low energy theorem, which in this language states that the expansion of the coefficients $c_{1}$ and $c_{2}$ starts with

$$
\begin{equation*}
c_{1}=-\frac{M_{\pi}^{2}}{F_{\pi}^{2}}\left\{1+O\left(M_{\pi}^{2}\right)\right\}, \quad c_{2}=\frac{1}{F_{\pi}^{2}}\left\{1+O\left(M_{\pi}^{2}\right)\right\} \tag{2.8}
\end{equation*}
$$

The two loop calculation specifies the expansion of these two coefficients up to and including next-to-next-to-leading order.

## 3 Phenomenological representation

As shown by Roy [7], the fixed- $t$ dispersion relations for the isospin amplitudes can be written in such a form that they express the $\pi \pi$ scattering amplitude in terms of the imaginary parts in the physical region of the $s$-channel. The resulting representation for $A(s, t, u)$ contains two subtraction constants, which may be identified with the scattering lengths $a_{0}^{0}$ and $a_{0}^{2}$. Unitarity converts this representation into a set of coupled integral equations, which we recently examined in great detail [6]. In the present context, the main result of interest is that the representation allows us to determine the imaginary parts of the scattering amplitude in terms of $a_{0}^{0}$ and $a_{0}^{2}$. Since the resulting representation is based on the available experimental information, we refer to it as the phenomenological representation.

In the following, we treat the imaginary parts of the partial wave amplitudes as if they were completely known from phenomenology - we will discuss the uncertainties in these quantities as well as their dependence on $a_{0}^{0}$ and $a_{0}^{2}$ in detail, once we have identified the manner in which they enter our predictions for the scattering lengths.

The chiral representation shows that the singularities generated by the imaginary parts of the partial waves with $\ell \geq 2$ start manifesting themselves only at $O\left(p^{8}\right)$. Accordingly, we may expand the corresponding contributions to the dispersion integrals into a Taylor series of the momenta. The singularities due to the imaginary parts of the $S$ - and $P$-waves, on the other hand, start manifesting themselves already at $O\left(p^{4}\right)$ - these cannot be replaced by a polynomial. The corresponding contributions to the amplitude are of the same structure as the unitarity corrections and also involve three functions of a single variable. It is
convenient to subtract the relevant dispersion integrals in the same manner as for the chiral representation:

$$
\begin{align*}
& \bar{W}^{0}(s)=\frac{s^{4}}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} d s^{\prime} \frac{\operatorname{Im} t_{0}^{0}\left(s^{\prime}\right)}{s^{\prime 4}\left(s^{\prime}-s\right)} \\
& \bar{W}^{1}(s)=\frac{s^{3}}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} d s^{\prime} \frac{\operatorname{Im} t_{1}^{1}\left(s^{\prime}\right)}{s^{\prime 3}\left(s^{\prime}-4 M_{\pi}^{2}\right)\left(s^{\prime}-s\right)}  \tag{3.1}\\
& \bar{W}^{2}(s)=\frac{s^{4}}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} d s^{\prime} \frac{\operatorname{Im} t_{0}^{2}\left(s^{\prime}\right)}{s^{\prime 4}\left(s^{\prime}-s\right)}
\end{align*}
$$

Since all other contributions can be replaced by a polynomial, the phenomenological amplitude takes the form

$$
\begin{align*}
& A(s, t, u)= 16 \pi a_{0}^{2}+\frac{4 \pi}{3 M_{\pi}^{2}}\left(2 a_{0}^{0}-5 a_{0}^{2}\right) s+\bar{P}(s, t, u)  \tag{3.2}\\
&+32 \pi \\
&\left\{\frac{1}{3} \bar{W}^{0}(s)+\frac{3}{2}(s-u) \bar{W}^{1}(t)+\frac{3}{2}(s-t) \bar{W}^{1}(u)\right. \\
&\left.+\frac{1}{2} \bar{W}^{2}(t)+\frac{1}{2} \bar{W}^{2}(u)-\frac{1}{3} \bar{W}^{2}(s)\right\}+O\left(p^{8}\right) .
\end{align*}
$$

We have explicitly displayed the contributions from the subtraction constants $a_{0}^{0}$ and $a_{0}^{2}$. The term $\bar{P}(s, t, u)$ is a crossing symmetry polynomial

$$
\begin{equation*}
\bar{P}(s, t, u)=\bar{p}_{1}+\bar{p}_{2} s+\bar{p}_{3} s^{2}+\bar{p}_{4}(t-u)^{2}+\bar{p}_{5} s^{3}+\bar{p}_{6} s(t-u)^{2} . \tag{3.3}
\end{equation*}
$$

As demonstrated in the appendix, its coefficients can be expressed in terms of the following integrals over the imaginary parts of the partial waves:

$$
\begin{align*}
\bar{I}_{n}^{I} & =\sum_{\ell=0}^{\infty} \frac{(2 l+1)}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} d s \frac{\operatorname{Im} t_{\ell}^{I}(s)}{s^{n+2}\left(s-4 M_{\pi}^{2}\right)}  \tag{3.4}\\
H & =\sum_{\ell=2}^{\infty}(2 l+1) \ell(\ell+1) \frac{1}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} d s \frac{2 \operatorname{Im} t_{\ell}^{0}(s)+4 \operatorname{Im} t_{\ell}^{2}(s)}{9 s^{3}\left(s-4 M_{\pi}^{2}\right)}
\end{align*}
$$

The explicit expressions read

$$
\begin{align*}
& \bar{p}_{1}=-128 \pi M_{\pi}^{4}\left(\bar{I}_{0}^{1}+\bar{I}_{0}^{2}+2 M_{\pi}^{2} \bar{I}_{1}^{1}+2 M_{\pi}^{2} \bar{I}_{1}^{2}+8 M_{\pi}^{4} \bar{I}_{2}^{2}\right), \\
& \bar{p}_{2}=-\frac{64 \pi M_{\pi}^{2}}{3}\left(2 \bar{I}_{0}^{0}-6 \bar{I}_{0}^{1}-2 \bar{I}_{0}^{2}-15 M_{\pi}^{2} \bar{I}_{1}^{1}-3 M_{\pi}^{2} \bar{I}_{1}^{2}-36 M_{\pi}^{4} \bar{I}_{2}^{2}+6 M_{\pi}^{2} H\right), \\
& \bar{p}_{3}=\frac{8 \pi}{3}\left(4 \bar{I}_{0}^{0}-9 \bar{I}_{0}^{1}-\bar{I}_{0}^{2}-16 M_{\pi}^{2} \bar{I}_{1}^{0}-42 M_{\pi}^{2} \bar{I}_{1}^{1}+22 M_{\pi}^{2} \bar{I}_{1}^{2}-72 M_{\pi}^{4} \bar{I}_{2}^{2}+24 M_{\pi}^{2} H\right), \\
& \bar{p}_{4}=8 \pi\left(\bar{I}_{0}^{1}+\bar{I}_{0}^{2}+2 M_{\pi}^{2} \bar{I}_{1}^{1}+2 M_{\pi}^{2} \bar{I}_{1}^{2}-24 M_{\pi}^{4} \bar{I}_{2}^{2}\right),  \tag{3.5}\\
& \bar{p}_{5}=\frac{4 \pi}{3}\left(8 \bar{I}_{1}^{0}+9 \bar{I}_{1}^{1}-11 \bar{I}_{1}^{2}-32 M_{\pi}^{2} \bar{I}_{2}^{0}+44 M_{\pi}^{2} \bar{I}_{2}^{2}-6 H\right), \\
& \bar{p}_{6}=4 \pi\left(\bar{I}_{1}^{1}-3 \bar{I}_{1}^{2}+12 M_{\pi}^{2} \bar{I}_{2}^{2}+2 H\right) .
\end{align*}
$$

The fact that, at low energies, the scattering amplitude may be represented in terms of integrals over the imaginary parts that can be evaluated phenomenologically, was noted earlier, by Stern and collaborators [23]. These authors also worked out the implications for the threshold parameters and the effective coupling constants of the chiral Lagrangian and we will compare their results with ours, but we first need to specify the framework we are using.

## 4 Matching conditions

In the preceding sections, we have set up two different representations of the scattering amplitude: One based on chiral perturbation theory and one relying on the Roy equations. The purpose of the present section is to show that, in their common domain of validity, the two representations agree, provided the parameters occurring therein are properly matched.

The chiral and phenomenological representations are of the same structure. The coefficients of the polynomials $C(s, t, u)$ and $\bar{P}(s, t, u)$ are defined differently and, instead of the functions $U^{I}(s)$ occurring in the chiral representation, the phenomenological one involves the functions $\bar{W}^{I}(s)$. The latter are defined in eq. (3.1), as integrals over the imaginary parts of the physical $S$ - and $P$-waves.

The key observation is that, in the integrals (3.1), only the region where $s^{\prime}$ is of order $p^{2}$ matters for the comparison of the two representations. The remainder generates contributions to the amplitude that are most of order $p^{8}$. Moreover, for small values of $s^{\prime}$, the quantities $\operatorname{Im} t_{\ell}^{I}\left(s^{\prime}\right)$ are given by the chiral representation in eq. (2.4) except for contributions that again only manifest themselves at $O\left(p^{8}\right)$. This implies that the differences between the functions $\bar{W}^{I}(s)$ and $U^{I}(s)$ are beyond the accuracy of the chiral representation:

$$
\begin{align*}
& \bar{W}^{0}(s)=U^{0}(s)+O\left(p^{8}\right), \\
& \bar{W}^{1}(s)=U^{1}(s)+O\left(p^{6}\right),  \tag{4.1}\\
& \bar{W}^{2}(s)=U^{2}(s)+O\left(p^{8}\right)
\end{align*}
$$

Hence the two representations agree if and only if the polynomial parts do,

$$
C(s, t, u)=16 \pi a_{0}^{2}+\frac{4 \pi}{3 M_{\pi}^{2}}\left(2 a_{0}^{0}-5 a_{0}^{2}\right) s+\bar{P}(s, t, u)+O\left(p^{8}\right)
$$

This implies that the coefficients of $C(s, t, u)$ and $\bar{P}(s, t, u)$ are related by

$$
\begin{array}{ll}
c_{1}=16 \pi a_{0}^{2}+\bar{p}_{1}+O\left(p^{8}\right), & c_{2}=\frac{4 \pi}{3 M_{\pi}^{2}}\left(2 a_{0}^{0}-5 a_{0}^{2}\right)+\bar{p}_{2}+O\left(p^{6}\right), \\
c_{3}=\bar{p}_{3}+O\left(p^{4}\right), & c_{4} \tag{4.2}
\end{array}=\bar{p}_{4}+O\left(p^{4}\right), ~ 子 c_{6}=\bar{p}_{6}+O\left(p^{2}\right) .
$$

The chiral representation specifies the coefficients $c_{1}, \ldots, c_{6}$ in terms of the effective coupling constants, while the quantities $\bar{p}_{1}, \ldots, \bar{p}_{6}$ are experimentally accessible. Since the main uncertainties in the latter arise from the poorly known values of the scattering lengths $a_{0}^{0}, a_{0}^{2}$, the above relations essentially determine the coefficients $c_{1}, \ldots, c_{6}$ in terms of these two parameters.

## 5 Symmetry breaking in the effective Lagrangian

As discussed in section 2, unitarity fully determines the scattering amplitude to third order of the chiral expansion, in terms of the couplings constants occurring in the derivative expansion of the effective Lagrangian to $O\left(p^{6}\right)$,

$$
\begin{equation*}
\mathcal{L}_{e f f}=\mathcal{L}_{2}+\mathcal{L}_{4}+\mathcal{L}_{6}+\ldots \tag{5.1}
\end{equation*}
$$

The leading term $\mathcal{L}_{2}$ only contains $F$ and $M^{2} \equiv 2 m B$. The vertices relevant for $\pi \pi$ scattering involve the coupling constants $\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}$ from $\mathcal{L}_{4}$, and $\mathcal{L}_{6}$ generates 6 further couplings: $r_{1}, \ldots, r_{6}$. We need to distinguish two different categories of coupling constants:
a. Terms that survive in the chiral limit. Four of the coupling constants that enter the two loop representation of the scattering amplitude belong to this category: $\ell_{1}, \ell_{2}, r_{5}, r_{6}$.
b. Symmetry breaking terms. The corresponding vertices are proportional to a power of the quark mass and involve the coupling constants $\ell_{3}, \ell_{4}, r_{1}, r_{2}$, $r_{3}, r_{4}$.

The constants of the first category show up in the momentum dependence of the scattering amplitude, so that these couplings may be determined phenomenologically. The symmetry breaking terms, on the other hand, specify the dependence of the amplitude on the quark masses. Since these cannot be varied experimentally, information concerning the second category of coupling constants can only be obtained from sources other than $\pi \pi$ scattering. In part, we are relying on theoretical estimates here. Although these are rather crude, the uncertainties do not significantly affect our results, for the following reason.

The quark masses $m_{u}, m_{d}$, which are responsible for the symmetry breaking effects, are very small compared to the intrinsic scale $\Lambda$ of the theory, which is of order 500 MeV or 1 GeV . The group $\mathrm{SU}(2)_{\mathrm{R}} \times \mathrm{SU}(2)_{\mathrm{L}}$ therefore represents a nearly perfect symmetry of the QCD Hamiltonian. In the isospin limit, the symmetry breaking effects are controlled by the ratio $m / \Lambda$, with $m=\frac{1}{2}\left(m_{u}+m_{d}\right)$. In view of $m \simeq 5 \mathrm{MeV}$, the expansion parameter is of the order of $10^{-2}$, indicating that the expansion converges very rapidly.

In the framework of the effective theory, it is convenient to replace powers of $m$ by powers of $M_{\pi}^{2}$ and to identify the intrinsic scale $\Lambda$ with $4 \pi F_{\pi}$. The
expansion parameter $m / \Lambda$ is then replaced by

$$
\begin{equation*}
\xi=\left(\frac{M_{\pi}}{4 \pi F_{\pi}}\right)^{2} \tag{5.2}
\end{equation*}
$$

The numerical value $\xi=1.445 \cdot 10^{-2}$ confirms the estimate just given.
We know of only one mechanism that can upset the above crude order of magnitude estimate for the symmetry breaking effects: The perturbations generated by the quark mass term in the QCD Hamiltonian, $m_{u} \bar{u} u+m_{d} \bar{d} d$, may be enhanced by small energy denominators. Indeed, small energy denominators do occur:
(i) In the chiral limit, the pions are massless, so that the straightforward expansion in powers of the quark masses leads to infrared singularities. For a finite pion mass, these singularities are cut off at a scale of the order of $M_{\pi}$ and the divergences are converted to finite expressions that involve the logarithm of $M_{\pi}$. The most important contributions of this type are generated by the vertices contained in the leading order effective Lagrangian, which are fully determined by $F_{\pi}$ and $M_{\pi}$. Accordingly, the coefficients of the leading chiral logarithms do not involve any unknown constants. In those cases where this coefficient happens to be large, the symmetry breaking effects are indeed enhanced, so that the above rule of thumb estimate then fails.
(ii) States that remain massive in the chiral limit may give rise to small energy denominators if their mass happens to be small. In the framework of chiral perturbation theory, the occurrence of such states manifests itself only indirectly, through the fact that some of the effective coupling constants are comparatively large. The $\rho$-meson represents the most prominent example and it is well-known that some of the coupling constants (for instance $\ell_{1}$ and $\ell_{2}$ ) are dominated by the contribution from this state [9]. In fact, for all of those effective couplings that have been determined experimentally, the observed magnitude is well accounted for by the hypothesis that they are dominated by the resonances seen at low energies 38.

## 6 Low energy theorems

As the two loop formulae are rather lengthy, we first discuss the principle used to arrive at the prediction for the $S$-wave scattering lengths at one loop level, where the algebra is quite simple. The first order corrections to the two low energy theorems (2.8) are readily obtained from the formulae given in appendix B. Expressed in terms of the scale invariant effective coupling constants $\bar{\ell}_{1}, \ldots, \bar{\ell}_{4}$

[^0]introduced in [4], the result reads:
\[

$$
\begin{align*}
& c_{1}=-\frac{M_{\pi}^{2}}{F_{\pi}^{2}}\left\{1+\xi\left(-\frac{4}{3} \bar{\ell}_{1}+\frac{1}{2} \bar{\ell}_{3}+2 \bar{\ell}_{4}-\frac{197}{210}\right)+O\left(\xi^{2}\right)\right\} \\
& c_{2}=\frac{1}{F_{\pi}^{2}}\left\{1+\xi\left(-\frac{4}{3} \bar{\ell}_{1}+2 \bar{\ell}_{4}-\frac{67}{140}\right)+O\left(\xi^{2}\right)\right\} . \tag{6.1}
\end{align*}
$$
\]

The corrections involve both types of couplings: $\ell_{1}$ is of type $a$. and can thus be determined from the momentum dependence of the scattering amplitude, while $\ell_{3}$ and $\ell_{4}$ are of type $b$.. Indeed, both $\ell_{1}$ and $\ell_{2}$ show up in the terms proportional to $s^{2}$ and $(t-u)^{2}$ :

$$
c_{3}=\frac{1}{\left(4 \pi F_{\pi}\right)^{2}}\left\{\frac{\bar{\ell}_{1}}{3}+\frac{\bar{\ell}_{2}}{6}-\frac{47}{84}\right\}+O(\xi), c_{4}=\frac{1}{\left(4 \pi F_{\pi}\right)^{2}}\left\{\frac{\bar{\ell}_{2}}{6}-\frac{127}{840}\right\}+O(\xi)
$$

These formulae show that, up to and including terms of order $\xi$, the quantities

$$
\begin{equation*}
C_{1} \equiv F_{\pi}^{2}\left\{c_{2}+4 M_{\pi}^{2}\left(c_{3}-c_{4}\right)\right\}, \quad C_{2} \equiv \frac{F_{\pi}^{2}}{M_{\pi}^{2}}\left\{-c_{1}+4 M_{\pi}^{4}\left(c_{3}-c_{4}\right)\right\} \tag{6.2}
\end{equation*}
$$

exclusively contain the symmetry breaking couplings $\ell_{3}$ and $\ell_{4}$ :

$$
C_{1}=1+\xi\left\{2 \bar{\ell}_{4}-\frac{887}{420}\right\}+O\left(\xi^{2}\right), \quad C_{2}=1+\xi\left\{\frac{\bar{\ell}_{3}}{2}+2 \bar{\ell}_{4}-\frac{18}{7}\right\}+O\left(\xi^{2}\right)
$$

In the following, we analyze the low energy theorems for the $S$-wave scattering lengths by means of the quantities $C_{1}$ and $C_{2}$ defined in eq. (6.2). The one for $2 a_{0}^{0}-5 a_{0}^{2}$, for instance, is obtained by inserting the matching relations (4.2) in the definition of $C_{1}$ and solving for the scattering lengths. The result reads

$$
\begin{equation*}
2 a_{0}^{0}-5 a_{0}^{2}=\frac{3 M_{\pi}^{2}}{4 \pi F_{\pi}^{2}} C_{1}+M_{\pi}^{4} \alpha_{1}+O\left(M_{\pi}^{8}\right) \tag{6.3}
\end{equation*}
$$

where $\alpha_{1}$ collects the contributions from the phenomenological moments,

$$
\begin{equation*}
\alpha_{1}=16 M_{\pi}^{2}\left(8 \bar{I}_{1}^{0}+9 \bar{I}_{1}^{1}-11 \bar{I}_{1}^{2}-36 M_{\pi}^{2} \bar{I}_{2}^{2}-6 H\right) \tag{6.4}
\end{equation*}
$$

The analogous low energy theorems for $a_{0}^{0}$ and $a_{0}^{2}$ read

$$
\begin{align*}
& a_{0}^{0}=\frac{7 M_{\pi}^{2}}{32 \pi F_{\pi}^{2}} C_{0}+M_{\pi}^{4} \alpha_{0}+O\left(M_{\pi}^{8}\right)  \tag{6.5}\\
& a_{0}^{2}=-\frac{M_{\pi}^{2}}{16 \pi F_{\pi}^{2}} C_{2}+M_{\pi}^{4} \alpha_{2}+O\left(M_{\pi}^{8}\right),
\end{align*}
$$

where $C_{0}$ is a combination of $C_{1}$ and $C_{2}$,

$$
\begin{equation*}
C_{0}=\frac{1}{7}\left(12 C_{1}-5 C_{2}\right), \tag{6.6}
\end{equation*}
$$

while $\alpha_{0}, \alpha_{2}$ again stand for a collection of moments

$$
\begin{align*}
& \alpha_{0}=\frac{4}{3}\left(5 \bar{I}_{0}^{0}+10 \bar{I}_{0}^{2}+28 M_{\pi}^{2} \bar{I}_{1}^{0}+24 M_{\pi}^{2} \bar{I}_{1}^{1}-16 M_{\pi}^{2} \bar{I}_{1}^{2}-96 M_{\pi}^{4} \bar{I}_{2}^{2}+6 M_{\pi}^{2} H\right), \\
& \alpha_{2}=\frac{8}{3}\left(\bar{I}_{0}^{0}+2 \bar{I}_{0}^{2}-4 M_{\pi}^{2} \bar{I}_{1}^{0}-6 M_{\pi}^{2} \bar{I}_{1}^{1}+10 M_{\pi}^{2} \bar{I}_{1}^{2}+24 M_{\pi}^{4} \bar{I}_{2}^{2}+6 M_{\pi}^{2} H\right) \tag{6.7}
\end{align*}
$$

The relations (6.2)-(6.7) specify the $S$-wave scattering lengths in terms of $C_{1}, C_{2}$ and the phenomenological moments $\bar{I}_{n}^{I}$ and $H$. Note that these contain infrared singularities. Their chiral expansion starts with the contributions generated by the square of the tree level amplitudes:

$$
\begin{align*}
\bar{I}_{1}^{0} & =\frac{101}{M_{\pi}^{2} K}+O(1), & \bar{I}_{2}^{0} & =\frac{227}{14 M_{\pi}^{4} K}+O\left(M_{\pi}^{-2}\right) \\
\bar{I}_{1}^{1} & =\frac{2}{M_{\pi}^{2} K}+O(1), & \bar{I}_{2}^{1} & =\frac{1}{7 M_{\pi}^{4} K}+O\left(M_{\pi}^{-2}\right)  \tag{6.8}\\
\bar{I}_{1}^{2} & =\frac{14}{M_{\pi}^{2} K}+O(1), & \bar{I}_{2}^{2} & =\frac{13}{7 M_{\pi}^{4} K}+O\left(M_{\pi}^{-2}\right) \\
H & =O(1), & K & \equiv 61440 \pi^{3} F_{\pi}^{4}
\end{align*}
$$

The evaluation of the moments requires phenomenological information. Since the behaviour of the imaginary parts near threshold is sensitive to the scattering lengths we are looking for, the same applies for these moments. In the narrow range of interest, the dependence is well described by the quadratic formulae in appendix $\Theta$, which yield

$$
\begin{align*}
& M_{\pi}^{4} \alpha_{0}=.0448+.30 \Delta a_{0}^{0}-.37 \Delta a_{0}^{2}+.5\left(\Delta a_{0}^{0}\right)^{2}-1.2 \Delta a_{0}^{0} \Delta a_{0}^{2}+1.8\left(\Delta a_{0}^{2}\right)^{2} \\
& M_{\pi}^{4} \alpha_{1}=.0619+.48 \Delta a_{0}^{0}-.26 \Delta a_{0}^{2}+.86\left(\Delta a_{0}^{0}\right)^{2}-1.7 \Delta a_{0}^{0} \Delta a_{0}^{2}+.3\left(\Delta a_{0}^{2}\right)^{2} \\
& M_{\pi}^{4} \alpha_{2}=.00553+.023 \Delta a_{0}^{0}-.095 \Delta a_{0}^{2}-.1 \Delta a_{0}^{0} \Delta a_{0}^{2}+.7\left(\Delta a_{0}^{2}\right)^{2}, \tag{6.9}
\end{align*}
$$

with $\Delta a_{0}^{0}=a_{0}^{0}-0.225, \Delta a_{0}^{2}=a_{0}^{2}+0.03706$.

## 7 The coupling constants $\ell_{3}$ and $\ell_{4}$

The representation of the $S$-wave scattering lengths derived in the preceding section splits the correction to Weinberg's leading order formulae into two parts: a correction factor $C_{n}$, which at first nonleading order only involves the coupling constants $\ell_{3}$ and $\ell_{4}$ and a term $\alpha_{n}$ that can be determined on phenomenological grounds.

The significance of the coupling constants $\ell_{3}$ and $\ell_{4}$ is best seen in the expansion of $M_{\pi}$ and $F_{\pi}$ in powers of the quark mass. The relation of Gell-Mann, Oakes and Renner [2] states that the expansion of $M_{\pi}^{2}$ starts with a term linear in $m$. The coupling constant $\ell_{3}$ determines the first order correction:

$$
\begin{equation*}
M_{\pi}^{2}=M^{2}\left\{1-\frac{1}{2} \xi \bar{\ell}_{3}+O\left(\xi^{2}\right)\right\}, \quad M^{2} \equiv 2 B m \tag{7.1}
\end{equation*}
$$

The constant $B$ stands for the value of $|\langle 0| \bar{u} u| 0\rangle \mid / F_{\pi}^{2}$ in the chiral limit. Note that $\bar{\ell}_{3}$ contains a chiral logarithm, $\bar{\ell}_{3}=-\ln M_{\pi}^{2}+O(1)$. The coupling constant $\bar{\ell}_{4}$, which also contains a chiral logarithm with unit coefficient, $\bar{\ell}_{4}=-\ln M_{\pi}^{2}+O(1)$, is the analogous term in the expansion of the pion decay constant,

$$
\begin{equation*}
F_{\pi}=F\left\{1+\xi \bar{\ell}_{4}+O\left(\xi^{2}\right)\right\} \tag{7.2}
\end{equation*}
$$

where $F$ is the value of $F_{\pi}$ in the chiral limit.
The same two coupling constants also show up in the scalar form factor

$$
\begin{equation*}
\left\langle\pi\left(p^{\prime}\right)\right| m_{u} \bar{u} u+m_{d} \bar{d} d|\pi(p)\rangle=\sigma_{\pi}\left\{1+\frac{1}{6}\left\langle r^{2}\right\rangle_{s} t+O\left(t^{2}\right)\right\} . \tag{7.3}
\end{equation*}
$$

The value of the matrix element at $t=0$ is the pion $\sigma$-term. According to the Feynman-Hellman theorem, it is given by $\sigma_{\pi}=m \partial M_{\pi}^{2} / \partial m$. The relation (7.1) thus shows that $\ell_{3}$ also determines the $\sigma$-term to first nonleading order:

$$
\begin{equation*}
\sigma_{\pi}=M_{\pi}^{2}\left\{1-\frac{1}{2} \xi\left(\bar{\ell}_{3}-1\right)+\xi^{2} \Delta_{\sigma}+O\left(\xi^{3}\right)\right\} \tag{7.4}
\end{equation*}
$$

Moreover, chiral symmetry implies that the same coupling constant that determines the difference between $F_{\pi}$ and $F$ also fixes the scalar radius at leading order of the chiral expansion (9]:

$$
\begin{equation*}
\left\langle r^{2}\right\rangle_{s}=\frac{3}{8 \pi^{2} F_{\pi}^{2}}\left\{\bar{\ell}_{4}-\frac{13}{12}+\xi \Delta_{r}+O\left(\xi^{2}\right)\right\} \tag{7.5}
\end{equation*}
$$

We may therefore eliminate $\ell_{4}$ in favour of the scalar radius and rewrite the correction factors in the form

$$
\begin{align*}
& C_{0}=1+\frac{M_{\pi}^{2}}{3}\left\langle r^{2}\right\rangle_{s}-\frac{5 \xi}{14}\left\{\bar{\ell}_{3}-\frac{563}{525}\right\}+\xi^{2} \Delta_{0}+O\left(\xi^{3}\right) \\
& C_{1}=1+\frac{M_{\pi}^{2}}{3}\left\langle r^{2}\right\rangle_{s}+\frac{23 \xi}{420}+\xi^{2} \Delta_{1}+O\left(\xi^{3}\right)  \tag{7.6}\\
& C_{2}=1+\frac{M_{\pi}^{2}}{3}\left\langle r^{2}\right\rangle_{s}+\frac{\xi}{2}\left\{\bar{\ell}_{3}-\frac{17}{21}\right\}+\xi^{2} \Delta_{2}+O\left(\xi^{3}\right),
\end{align*}
$$

with $\Delta_{0} \equiv\left(12 \Delta_{1}-5 \Delta_{2}\right) / 7$. The first order corrections are then determined by $\left\langle r^{2}\right\rangle_{s}$ and $\ell_{3}$, while $\Delta_{0}, \Delta_{1}$ and $\Delta_{2}$ represent the two loop contributions. The scalar form factor is also known to two loops [39]. The explicit expressions for the second order corrections are given in appendix C.

For the numerical value of the scalar radius, we rely on the dispersive evaluation of the scalar form factor described in ref. 40. We have repeated that calculation with the information about the phase shift $\delta_{0}^{0}(s)$ obtained in ref. [6]. In view of the strong final state interaction in the $S$-wave, the scalar radius is significantly larger than the electromagnetic one, $\left\langle r^{2}\right\rangle_{\text {e.m. }}=0.439 \pm 0.008 \mathrm{fm}^{2}$ [41]. The result reads

$$
\begin{equation*}
\left\langle r^{2}\right\rangle_{s}=0.61 \pm 0.04 \mathrm{fm}^{2} \tag{7.7}
\end{equation*}
$$

where the error is our estimate of the uncertainties to be attached to the dispersive calculation. The number confirms the value given in ref. [40 and is consistent with earlier estimates of the low energy constant $\ell_{4}$, based on the symmetry breaking seen in $F_{K} / F_{\pi}$ or on the decay $K \rightarrow \pi \ell \nu$ [42], but is more accurate. It corresponds to $\frac{1}{3} M_{\pi}^{2}\left\langle r^{2}\right\rangle_{s}=0.102 \pm 0.007$, so that the contribution from the scalar radius represents a correction of order $10 \%$, in $C_{0}, C_{1}$, as well as in $C_{2}$.

The crucial parameter that distinguishes the standard framework from the one proposed in ref. [23] is $\ell_{3}$. The value of this coupling constant is not known accurately. Numerically, however, a significant change in the prediction for the scattering lengths can only arise if the crude estimate

$$
\begin{equation*}
\bar{\ell}_{3}=2.9 \pm 2.4 \tag{7.8}
\end{equation*}
$$

given in ref. [9] should turn out to be entirely wrong: With this estimate, the contribution from $\ell_{3}$ to $a_{0}^{0}$ and $a_{0}^{2}$ is of order 0.002 and 0.001 , respectively. We do not make an attempt at reducing the uncertainty in $\ell_{3}$ within the standard framework, because it barely affects our final result. Instead, we will explicitly display the sensitivity of the outcome to this coupling constant.

## 8 Results for $a_{0}^{0}$ and $a_{0}^{2}$ at one loop level

We first drop the two loop corrections $\Delta_{n}$. Inserting the values $\left\langle r^{2}\right\rangle_{s}=0.61 \mathrm{fm}^{2}$ and $\bar{\ell}_{3}=2.9$, the low energy theorems (7.6) yield

$$
\begin{equation*}
C_{0}=1.092, \quad C_{1}=1.103, \quad C_{2}=1.117 \tag{8.1}
\end{equation*}
$$

The correction factor $C_{1}$ is fully determined by the contribution from the scalar radius. The numerical values of $C_{0}$ and $C_{2}$ differ little from $C_{1}$ : The estimate (7.8) implies that the contributions from the coupling constant $\ell_{3}$ are very small, so that these terms are also dominated by the scalar radius. Inserting the values (6.9), (8.1) in the relations (6.5) and solving for $a_{0}^{0}, a_{0}^{2}$, we then get

$$
\begin{equation*}
a_{0}^{0}=0.2195, \quad a_{0}^{2}=-0.0446, \quad 2 a_{0}^{2}-5 a_{0}^{2}=0.662 \tag{8.2}
\end{equation*}
$$

These numbers are somewhat different from those obtained in [7], which are also based on the one loop representation of the scattering amplitude. In fact, even if the two loop corrections $\Delta_{n}$ are dropped, the formulae (6.5) for the $S$ wave scattering lengths differ from those given in ref. (4]. In the case of $a_{0}^{0}$, for example, the formula given there reads
$a_{0}^{0}=\frac{7 M_{\pi}^{2}}{32 \pi F_{\pi}^{2}}\left\{1+\frac{M_{\pi}^{2}}{3}\left\langle r^{2}\right\rangle_{s}-\frac{5 \xi}{14}\left(\bar{\ell}_{3}-\frac{353}{15}\right)\right\}+\frac{25}{4} M_{\pi}^{4}\left(a_{2}^{0}+2 a_{2}^{2}\right)+O\left(M_{\pi}^{6}\right)$,
where $a_{2}^{0}$ and $a_{2}^{2}$ are the $D$-wave scattering lengths. As far as the contributions proportional to $\left\langle r^{2}\right\rangle_{s}$ and $\ell_{3}$ are concerned, the expression is the same, but instead
of the phenomenological moments contained in $\alpha_{0}$, the above formula contains the term

$$
\begin{equation*}
\alpha_{0} \longleftrightarrow \frac{25}{4}\left(a_{2}^{0}+2 a_{2}^{2}\right)+\frac{737}{6720 \pi^{3} F_{\pi}^{4}} \tag{8.3}
\end{equation*}
$$

Indeed, the $D$-wave scattering lengths may be expressed in terms of moments, up to and including contributions of first nonleading order. Projecting the phenomenological representation (3.2) onto the $D$-waves, we find that the functions $\bar{W}^{I}(s)$ do not contribute to the scattering lengths, while the contribution from the background polynomial reads

$$
\begin{align*}
& a_{2}^{0}=\frac{16}{45}\left\{\bar{I}_{0}^{0}+3 \bar{I}_{0}^{1}+5 \bar{I}_{0}^{2}-4 M_{\pi}^{2}\left(\bar{I}_{1}^{0}-3 \bar{I}_{1}^{1}+5 \bar{I}_{1}^{2}\right)+30 M_{\pi}^{2} H\right\}+O\left(M_{\pi}^{4}\right),  \tag{8.4}\\
& a_{2}^{2}=\frac{8}{45}\left\{2 \bar{I}_{0}^{0}-3 \bar{I}_{0}^{1}+\bar{I}_{0}^{2}-4 M_{\pi}^{2}\left(2 \bar{I}_{1}^{0}+3 \bar{I}_{1}^{1}+\bar{I}_{1}^{2}\right)+24 M_{\pi}^{2} H\right\}+O\left(M_{\pi}^{4}\right) .
\end{align*}
$$

The comparison with the exact representation for the $D$-wave scattering lengths given in [6] shows that the contributions from the imaginary parts of the $S$ - and $P$-waves can be represented in terms of the moments and the coefficients agree with those above. The formula (8.4) includes the contributions from the higher partial waves, up to and including corrections of first nonleading order. In the difference,

$$
\Delta a_{0}^{0}=M_{\pi}^{4}\left\{\alpha_{0}-\frac{25}{4}\left(a_{2}^{0}+2 a_{2}^{2}\right)-\frac{737}{6720 \pi^{3} F_{\pi}^{4}}\right\}
$$

the leading moments cancel, but the terms with $\bar{I}_{1}^{I}, \bar{I}_{2}^{I}$ and $H$ remain:

$$
\begin{equation*}
\Delta a_{0}^{0}=-\frac{737 M_{\pi}^{4}}{6720 \pi^{3} F_{\pi}^{4}}+8 M_{\pi}^{6}\left(8 \bar{I}_{1}^{0}+4 \bar{I}_{1}^{1}+4 \bar{I}_{1}^{2}-H\right)-128 M_{\pi}^{8} \bar{I}_{2}^{2} \tag{8.5}
\end{equation*}
$$

The low energy expansion of the moments of eq. (6.8) shows that the contributions of $O\left(M_{\pi}^{4}\right)$ in $\Delta a_{0}^{0}$ indeed cancel out, demonstrating that the formula given in ref. (14 agrees with our representation, up to terms that are beyond the algebraic accuracy of that formula.

Numerically, however, the leading order terms represent a rather poor approximation for the moments, so that there is a numerical difference: The numerical values of the moments are given in appendix $\mathbb{E}$. Inserting these in (8.4), we obtain $a_{2}^{0}=1.76 \cdot 10^{-3} M_{\pi}^{-4}, a_{2}^{2}=0.171 \cdot 10^{-3} M_{\pi}^{-4}$, so that the one loop formula of ref. [4] yields $a_{0}^{0}=0.205$, instead of the value $a_{0}^{0}=0.2195$ given above. The difference arises because we are matching the chiral and phenomenological representations differently: We represent the amplitude in terms of three functions of a single variable $s$ and match the coefficients of the Taylor expansion at $s=0$. In ref. [4], the one loop formulae for the various scattering lengths were obtained by directly
evaluating the chiral representation at threshold - in other words, the matching was performed at $s=4 M_{\pi}^{2}$ rather than at $s=0$.

We emphasize that the above discussion in the framework of the one loop approximation only serves to explicitly demonstrate that the choice of the matching conditions is not irrelevant. Admittedly, in our final analysis, where we will be working at two loop accuracy, the noise due to that choice is significantly smaller.

## 9 Infrared singularities

From a purely algebraic point of view, the manner in which the matching is done is irrelevant, as long as it is performed in the common region of validity of the chiral and phenomenological representations. We could also match the two loop representation to the phenomenological one at threshold and would then obtain a formula analogous to the one given in [4], but now valid to next-to-next-to-leading order. Alternatively, we could match the two representations of the scattering amplitude at the center of the Mandelstam triangle - the result would only differ by contributions that are beyond the accuracy of the chiral representation.

There is a good reason for preferring the procedure specified above to a matching at threshold: The branch cut required by unitarity starts there. The modifications of the tree level result generated by the higher order effects are quite large at threshold, because they are enhanced by a small energy denominator. Indeed, $a_{0}^{0}$ contains a chiral logarithm with an unusually large coefficient:

$$
a_{0}^{0}=\frac{7 M_{\pi}^{2}}{32 \pi F_{\pi}^{2}}\left\{1+\frac{9}{2} \ell_{\chi}+\ldots\right\}, \quad \ell_{\chi} \equiv\left(\frac{M_{\pi}}{4 \pi F_{\pi}}\right)^{2} \ln \left(\frac{\mu^{2}}{M_{\pi}^{2}}\right)
$$

The phenomenon gives rise to an exceptionally large correction that violates the rule of thumb of section 5 by an order of magnitude: The one-loop correction increases the tree level prediction by about $25 \%$ !

At the center of the Mandelstam triangle, the amplitude also contains a chiral $\operatorname{logarithm}\left(s_{0}=\frac{4}{3} M_{\pi}^{2}\right)$ :

$$
A\left(s_{0}, s_{0}, s_{0}\right)=\frac{M_{\pi}^{2}}{3 F_{\pi}^{2}}\left\{1+\frac{11}{6} \ell_{\chi}+\ldots\right\}
$$

The coefficient is less than half as big as the one in $a_{0}^{0}$, but it still represents a sizeable correction.

In our matching procedure, we replace $a_{0}^{0}$ and $a_{0}^{2}$ by $C_{0}$ and $C_{2}$ and at the same time also eliminate $\ell_{4}$ in favour of the scalar radius. What matters for the convergence properties of the quantities appearing in our matching conditions are the infrared singularities contained in

$$
C_{0}-\frac{M_{\pi}^{2}}{3}\left\langle r^{2}\right\rangle_{s}=1-\frac{5}{14} \ell_{\chi}+\ldots, \quad C_{2}-\frac{M_{\pi}^{2}}{3}\left\langle r^{2}\right\rangle_{s}=1+\frac{1}{2} \ell_{\chi}+\ldots
$$

The coefficients occurring here are remarkably small. The term $C_{1}-\frac{1}{3} M_{\pi}^{2}\left\langle r^{2}\right\rangle_{s}$ does not contain a chiral logarithm at all. We can therefore expect that, for the quantities that are relevant for the determination of the $S$-wave scattering lengths, the perturbation series converges very rapidly, much more so than for a matching at threshold or at the center of the Mandelstam triangle. As we will see, this is indeed born out by the numerical analysis.

## 10 Estimates for symmetry breaking at $O\left(p^{6}\right)$

We now extend the analysis to next-to-next-to-leading order. For that purpose, we need an estimate for the symmetry breaking couplings $r_{1} \ldots, r_{4}$ and $r_{S_{2}}$ of $\mathcal{L}_{6}$, which enter the low energy theorems for $C_{0}, C_{1}, C_{2}$ at order $M_{\pi}^{4}$, as well as the relation between the scalar radius and the coupling constant $\ell_{4}$. The corresponding correction terms $\Delta_{0}, \Delta_{1}, \Delta_{2}$ are listed in (C.2). In the normalization used there, the resonance estimates of refs. [5, 21, 43] amount to

$$
\begin{equation*}
\tilde{r}_{1} \simeq-1.5, \quad \tilde{r}_{2} \simeq 3.2, \quad \tilde{r}_{3} \simeq-4.2, \quad \tilde{r}_{4} \simeq-2.5, \quad \tilde{r}_{S_{2}} \simeq-0.7 \tag{10.1}
\end{equation*}
$$

Inserting these numbers in (C.2), we obtain a shift in $C_{0}, C_{1}, C_{2}$ by $-0.3,-0.5$ and -0.8 permille, respectively. This confirms the expectation that the effects due to the symmetry breaking coupling constants $r_{n}$ are tiny. Since the scale is set by the scalar or pseudoscalar non-Goldstone states contributing to the relevant sum rules, $M_{s} \simeq 1 \mathrm{GeV}$, the corresponding corrections are of order $M_{\pi}^{4} / M_{s}^{4} \simeq 4 \cdot 10^{-4}$. In the $\mathrm{SU}(2)$ framework we are using here, the $K \bar{K}$ continuum also contributes to the effective coupling constants, but in view of $4 M_{K}^{2} \simeq M_{s}^{2}$, the corresponding scale is even somewhat larger. In the following, we assume that the estimates in equation (10.1) are valid to within a factor of two.

In the case of $r_{1}, \ldots, r_{4}$, the main uncertainty stems from the $\pi \pi$ continuum underneath the resonances, that is from the chiral logarithms. Since the formulae (C.2) are quadratic in these, the scale dependence of those coupling constants is rather pronounced. This can be seen by varying the scale $\mu$, at which the running coupling constants are assumed to be saturated by the resonance contributions. For $0.5 \mathrm{GeV}<\mu<1 \mathrm{GeV}$, the corrections vary in the range
$0.002 \lesssim \xi^{2} \Delta_{0} \lesssim 0.005,-0.001 \lesssim \xi^{2} \Delta_{1} \lesssim 0.003,-0.005 \lesssim \xi^{2} \Delta_{2} \lesssim 0.001$.
In the representation (7.5) for the scalar radius, the two loop correction $\Delta_{r}$ represents an effect of first order. Estimating the magnitude in the same manner as for $\Delta_{0}, \Delta_{1}, \Delta_{2}$, the result varies in the range $0.18 \lesssim \xi \Delta_{r} \lesssim 0.28$. The correction thus shifts the scalar radius by $0.04 \pm 0.01 \mathrm{fm}^{2}$.

In the following, the central values are calculated by using the resonance estimates (10.1) at the scale $\mu=M_{\rho}$. For some of the quantities analyzed in the present paper, the result is insensitive to the uncertainties inherent in these estimates, but in some cases, they even dominate our error bars - we will discuss the sensitivity of the various results in detail.

|  | $a_{0}^{0}$ | $a_{0}^{2}$ | $\bar{\ell}_{1}$ | $\bar{\ell}_{2}$ | $\bar{\ell}_{4}$ | $\tilde{r}_{5}$ | $\tilde{r}_{6}$ |
| :---: | :---: | ---: | ---: | :---: | :---: | :---: | :---: |
|  | 0.220 | -0.0444 | -0.36 | 4.31 | 4.39 | 3.8 | 1.0 |
| $\left\langle r^{2}\right\rangle_{s}$ | 0.002 | 0.0003 | 0.04 | 0.02 | 0.19 | 0.05 | 0.03 |
| $\ell_{3}$ | 0.004 | 0.0009 | 0.01 | 0.00 | 0.02 | 0.01 | 0.00 |
| $r_{n}$ | 0.001 | 0.0002 | 0.51 | 0.10 | 0.10 | 1.04 | 0.10 |
| $\exp$ | 0.001 | 0.0002 | 0.29 | 0.04 | 0.03 | 0.12 | 0.02 |
| tot | 0.005 | 0.0010 | 0.59 | 0.11 | 0.22 | 1.05 | 0.11 |

Table 1: Solution of the matching conditions. The first row contains the central values. The next four rows indicate the uncertainties in this result, arising from the one in $\left\langle r^{2}\right\rangle_{s}, \ell_{3}, r_{n}$ and in the experimental input used in the Roy equations. The last row is obtained by adding these up in quadrature.

## 11 Final results for $a_{0}^{0}$ and $a_{0}^{2}$

We are now in a position to describe the determination of $a_{0}^{0}$ and $a_{0}^{2}$ at two loop accuracy. Our matching conditions identify two different representations for the coefficients $c_{1}, \ldots c_{6}$ : the chiral representation specified in equation (B.2) and the phenomenological one in (4.2). For the evaluation of the $S$-wave scattering lengths, only the first four coefficients are relevant. For these, the chiral representation involves the effective coupling constants $\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}, r_{1}, r_{2}, r_{3}, r_{4}$, while the phenomenological representation contains only the two parameters $a_{0}^{0}$ and $a_{0}^{2}$, which enter explicitly as well as implicitly, through the moments $\bar{p}_{1}, \ldots, \bar{p}_{4}$. In principle, we solve the four conditions for the four variables $a_{0}^{0}, a_{0}^{2}, \ell_{1}, \ell_{2}$, treating the symmetry breaking coupling constants $\ell_{3}, \ell_{4}, r_{1}, \ldots, r_{4}$ as known.

The constant $\ell_{3}$ is varied in the range specified in (7.8). Concerning $\ell_{4}$, we rely on the result for the scalar radius given in (7.7), thus in effect replacing the input variable $\ell_{4}$ by $\left\langle r^{2}\right\rangle_{s}$. The analysis then involves a fifth condition: the relation (7.5), which expresses the scalar radius in terms of effective coupling constants.

If all of the input variables are taken at their central values, the representation for the moments given in appendix $\mathbb{E}$ can be used. The solution of the resulting system of numerical equations occurs at the values quoted in table 1, first row. The next four rows indicate the sensitivity to the input used for $\left\langle r^{2}\right\rangle_{s}, \ell_{3}$, to the uncertainties in the symmetry breaking coupling constants $r_{n}$ of $O\left(p^{6}\right)$, and to those in the experimental information used when solving the Roy equations. The details of the error analysis that underlies these numbers are described in appendix $E$.

The table shows that the uncertainties in the prediction for $a_{0}^{0}$ and $a_{0}^{2}$ are dominated by those from $\ell_{3}$. In particular, the result for the $S$-wave scattering lengths is not sensitive to the contributions from the coupling constants occurring
at $O\left(p^{6}\right)$. Adding up the uncertainties due to these and to the experimental input in the Roy equations, we arrive at

$$
\begin{align*}
& a_{0}^{0}=0.220 \pm 0.001+0.027 \Delta_{r^{2}}-0.0017 \Delta \ell_{3}  \tag{11.1}\\
& a_{0}^{2}=-0.0444 \pm 0.0003-0.004 \Delta_{r^{2}}-0.0004 \Delta \ell_{3}
\end{align*}
$$

where $\Delta_{r^{2}}$ and $\Delta \ell_{3}$ are defined by

$$
\left\langle r^{2}\right\rangle_{s}=0.61 \mathrm{fm}^{2}\left(1+\Delta_{r^{2}}\right), \quad \bar{\ell}_{3}=2.9+\Delta \ell_{3}
$$

Our final result for the $S$-wave scattering lengths follows from this representation with the estimates for $\Delta_{r^{2}}, \Delta \ell_{3}$ given in (7.8), (7.7), and reads

$$
\begin{array}{ll}
a_{0}^{0}=0.220 \pm 0.005, & a_{0}^{2}=-0.0444 \pm 0.0010  \tag{11.2}\\
2 a_{0}^{0}-5 a_{0}^{2}=0.663 \pm 0.006, & a_{0}^{0}-a_{0}^{2}=0.265 \pm 0.004
\end{array}
$$

Expressed in terms of the coefficients $C_{0}, C_{1}, C_{2}$, this result corresponds to

$$
\begin{equation*}
C_{0}=1.096 \pm 0.021, \quad C_{1}=1.104 \pm 0.009, \quad C_{2}=1.115 \pm 0.022 \tag{11.3}
\end{equation*}
$$

## 12 Discussion

The terms omitted in the chiral perturbation series represent an inherent limitation of our calculation. The matching must be done in such a manner that these are small. In contrast to a matching at threshold - that is, to the straightforward expansion of the scattering lengths - our method fulfills this criterion remarkably well: We are using the expansion in powers of the quark masses only for the coefficients $C_{0}, C_{1}$ and $C_{2}$, while the curvature generated by the unitarity cut is evaluated phenomenologically. As discussed in section 9, the infrared singularities occurring in the expansion of these quantities have remarkably small residues. Indeed, truncating the expansion of $C_{n}$ at order $1, m$ and $m^{2}$, respectively and solving equation (6.5) in the corresponding approximation, we obtain

$$
\begin{align*}
a_{0}^{0} & =0.197 \\
a_{0}^{2} & =-0.0402 \rightarrow-0.0446 \rightarrow-0.0444,  \tag{12.1}\\
2 a_{0}^{0}-5 a_{0}^{2} & =0.594
\end{align*} \rightarrow 0.662 \rightarrow 0.663,
$$

indicating that the series converges very rapidly. For this reason, we expect the contributions from yet higher orders to be entirely negligible.

The rapid convergence of the series is a virtue of the specific method used to match the chiral and phenomenological representations. To demonstrate this, we briefly discuss the alternative approach used in refs. [4, 5], where the results for the various scattering lengths and effective ranges are obtained by directly
evaluating the chiral representation of the scattering amplitude at threshold. Keeping the values of the effective coupling constants fixed at the central values and truncating the series at order $m, m^{2}$ and $m^{3}$, we obtain the sequence

$$
\begin{align*}
a_{0}^{0} & =0.159 \rightarrow 0.200 \rightarrow 0.216 \\
a_{0}^{2} & =-0.0454 \rightarrow-0.0445 \rightarrow-0.0445,  \tag{12.2}\\
2 a_{0}^{0}-5 a_{0}^{2} & =0.545 \rightarrow 0.624 \rightarrow 0.654
\end{align*}
$$

The first terms on the right correspond to Weinberg's formulae. The second and third terms are in agreement with the old one loop results of ref. [7] and the two loop results of ref. [5, 22, 44, respectively. As indicated by the difference between the second and third terms, the corrections of $O\left(p^{6}\right)$ are by no means


Figure 1: Constraints imposed on the $S$-wave scattering lengths by chiral symmetry. The three full circles illustrate the convergence of the chiral perturbation series at threshold, according to eq. (12.2). The one at the left corresponds to Weinberg's leading order formulae. The error ellipse represents our final result. The other elements of the figure are specified in the text.
negligible for a matching at threshold. This is illustrated in fig. [1], where the three full circles correspond to the sequence (12.2). The triangle at the right and the shaded rectangle indicate the central values and the uncertainties quoted in the 1979 compilation of ref. [27]. The triangle and the diamond near the center of the figure correspond to set I and set II of ref. [5], respectively. The ellipse represents
the $68 \%$ confidence contour of our final result in eq. (11.2). The details of the error analysis that underlies this result are described in appendix $\mathbb{F}$.

The reason why the straightforward expansion of the scattering lengths in powers of the quark masses converges rather slowly is that these represent the values of the amplitude at threshold, that is at the place where the branch cut required by unitarity starts. The truncated chiral representation does not describe that singularity well enough, particularly at one loop, where the relevant imaginary parts stem from the tree level approximation.

If the effective coupling constants are the same, the only difference between our method and a matching at threshold is the one between the functions $\bar{W}^{I}(s)$ and $U^{I}(s)$. In particular, the results for $a_{0}^{0}, a_{0}^{2}$ only differ because the numerical values of $\bar{W}^{I}(s)$ and $U^{I}(s)$ at $s=4 M_{\pi}^{2}$ are not the same. As mentioned above, the difference between the two sets of functions affects the scattering amplitude only at $O\left(p^{8}\right)$ and beyond. Numerically, however, it is not irrelevant which one of the two is used to describe the effects generated by the unitarity cuts: While the functions $\bar{W}^{I}(s)$ account for the imaginary parts of the $S$ - and $P$-waves to the accuracy to which these are known, the quantities $U^{I}(s)$ represent a comparatively crude approximation, obtained by evaluating the imaginary parts with the one-loop representation.

## 13 Correlation between $a_{0}^{0}$ and $a_{0}^{2}$

As mentioned earlier, the main difference between Generalized Chiral Perturbation Theory and the standard one used in the present paper resides in the coupling constant $\ell_{3}$. Apart from that, the formulae are identical - only the bookkeeping for the chiral power of the quark mass matrix is different. [] In particular, the relation between the scalar radius and the coupling constant $\ell_{4}$ also holds in that framework, but there is no prediction for the $S$-wave scattering lengths $a_{0}^{0}$ and $a_{0}^{2}$, because these involve the coupling constant $\ell_{3}$. The fact that $\ell_{4}$ is strongly constrained by the value of the scalar radius implies, however, that there is a strong correlation between $a_{0}^{0}$ and $a_{0}^{2}$, independently of whether the quark condensate is the leading order parameter: Apart from higher order corrections, both of these are controlled by the same parameter $\ell_{3}$. The dependence is approximately described by the parabolae

$$
\begin{align*}
& a_{0}^{0}=0.225-1.6 \cdot 10^{-3} \bar{\ell}_{3}-1.3 \cdot 10^{-5}\left(\bar{\ell}_{3}\right)^{2}  \tag{13.1}\\
& a_{0}^{2}=-0.0433-3.6 \cdot 10^{-4} \bar{\ell}_{3}-4.3 \cdot 10^{-6}\left(\bar{\ell}_{3}\right)^{2}
\end{align*}
$$

which are displayed in fig. 2. Note that the interval shown far exceeds the range

[^1]

Figure 2: $S$-wave scattering lengths as functions of $\ell_{3}$.
relevant for the standard picture, which is indicated by the vertical bar.
Eliminating the parameter $\ell_{3}$, we obtain a correlation between $a_{0}^{0}$ and $a_{0}^{2}$ :

$$
\begin{align*}
a_{0}^{2}= & -.0444 \pm .0008+.236\left(a_{0}^{0}-.22\right)  \tag{13.2}\\
& -.61\left(a_{0}^{0}-.22\right)^{2}-9.9\left(a_{0}^{0}-.22\right)^{3} .
\end{align*}
$$

The error given accounts for the various sources of uncertainty in our input evaluating these as described in appendix $⿴$, we find that they are nearly independent of $a_{0}^{0}$. The correlation is indicated in fig. 田: The values of $a_{0}^{0}$ and $a_{0}^{2}$ are constrained to the region between the two dash-dotted lines that touch the error ellipse associated with the standard picture. As discussed in ref. [6], a qualitatively similar correlation also results from the Olsson sum rule [45] - the two conditions are perfectly compatible, but the one above is considerably more stringent. Fig. 1 also shows that for $a_{0}^{0}<0.18$, or $\bar{\ell}_{3}>25$, the center of the region allowed by the correlation falls outside the universal band, which is indicated by the tilted lines. The same happens on the opposite side, for $a_{0}^{0}>0.28, \bar{\ell}_{3}<-54$. Since the Roy equations only admit solutions if the two subtraction constants $a_{0}^{0}$ and $a_{0}^{2}$ are in the universal band, exceedingly large values of $\bar{\ell}_{3}$ are thus excluded. Note also that the correlation implies an upper bound on the $I=2$ scattering length: $a_{0}^{2}<-0.035$.

The correlation between $a_{0}^{2}$ and $a_{0}^{0}$ can be used, for instance, to analyze the information about the phase difference $\delta_{0}^{0}-\delta_{1}^{1}$ obtained from the decay $K \rightarrow$ $\pi \pi e \nu$. At the low energies occurring there, this difference is dominated by the contribution $\propto a_{0}^{0}$ from the $I=0 S$-wave scattering length. The relation (13.2) allows us to correct for the higher order terms of the threshold expansion: The phase difference can be expressed in terms of the energy and the value of $a_{0}^{0}$, up to very small uncertainties. This is illustrated in fig. 3: The center of the three


Figure 3: Phase relevant for the decay $K \rightarrow \pi \pi e \nu$. The three bands correspond to the three indicated values of the $S$-wave scattering length $a_{0}^{0}$. The uncertainties are dominated by those from the experimental input used in the Roy equations. The triangles are the data points of Rosselet et al. [28], while the full circles represent the preliminary E865 results [30].
narrow bands shown is obtained by fixing the value of $a_{0}^{2}$ with the correlation (13.2) and inserting the result in the numerical parametrization of the phase shifts in appendix D of ref. [6]. At a given value of $a_{0}^{0}$, the uncertainties in the result for the phase difference $\delta_{0}^{0}(s)-\delta_{1}^{1}(s)$ are dominated by the one in the experimental input used for the $I=0 S$-wave. Near threshold, the uncertainties are proportional to $\left(s-4 M_{\pi}^{2}\right)^{3 / 2}$ - in the range shown, they amount to less than a third of a degree. While the data of Rosselet et al. [28] are consistent with all three of the indicated values of $a_{0}^{0}$, the preliminary results of the E865 experiment at Brookhaven [29, 30] are not. Instead they beautifully confirm the prediction (11.2): The best fit to these data is obtained for $a_{0}^{0}=0.218$, with $\chi^{2}=5.7$ for 5 degrees of freedom. As pointed out in ref. [46], the correlation (13.2) can be used to convert data on the phase difference into data on the scattering lengths. For a detailed discussion of the consequences for the value of $a_{0}^{0}$, we refer to 46, 47.

## 14 Results for $\ell_{1}$ and $\ell_{2}$

The effective coupling constants of $\mathcal{L}_{4}$ enter the chiral perturbation theory representation of the scattering amplitude and of the scalar form factor only as corrections, so that our results for these are subject to significantly larger uncertainties
than those for $a_{0}^{0}, a_{0}^{2}$ ．According to table 1，we obtain

$$
\begin{equation*}
\bar{\ell}_{1}=-0.4 \pm 0.6, \quad \bar{\ell}_{2}=4.3 \pm 0.1 \tag{14.1}
\end{equation*}
$$

The noise in the symmetry breaking couplings $r_{n}$ of $\mathcal{L}_{6}$ and the one in the Roy equation input yield comparable contributions，while those from the other entries are negligibly small．The corresponding error ellipse is shown in fig．$⿴ 囗 十 ⺝$ ．


Figure 4：Values of the coupling constants $\ell_{1}$ and $\ell_{2}$ ．The shaded ellipse shows the result of our calculation．The rectangles indicate the ranges quoted in refs．［9］， ［22］and［24］．The triangle and the diamond correspond to set I and set II of［5］， respectively．The cross represents the resonance saturation estimate of ref．［48］． The full circle is the result obtained by matching at one loop and the thin ellipse close to it represents the uncertainties in the effective one loop couplings $\ell_{1}^{\text {eff }}, \ell_{2}^{\text {eff }}$ ．

In order to investigate the uncertainties due to the neglected higher order terms，we again compare this with what is found if the phenomenological rep－ resentation is matched to the one loop approximation of the chiral perturbation series．For the central values of the input parameters，the solution of the match－ ing conditions then occurs at $\bar{\ell}_{1}=-1.8, \bar{\ell}_{2}=5.4$ ：The two loop effects shift the one loop result by about +1.4 and -1.1 units，respectively．The shift arises from the fact that the expansion of the coefficients $c_{3}$ and $c_{4}$ contains very strong in－ frared singularities at first nonleading order．Analogous contributions also occur in $c_{1}$ and $c_{2}$ ，at next－to－next－to－leading order，but in the combinations $C_{0}, C_{1}$ ， $C_{2}$ that matter for the determination of the scattering lengths，these singularities only generate very small effects：In these quantities，the contributions of order $p^{4}$ amount to less than $1 \%$ ．We conclude that，unlike the result for $a_{0}^{0}$ ，$a_{0}^{2}$ ，where the uncertainties from the neglected higher order terms are tiny，the one for $\ell_{1}$ and
$\ell_{2}$ is sensitive to these. Although we expect the corresponding contributions to be small compared to the first order shift given above, they might be of the same order as those from the uncertainties in our input - we do not offer a quantitative guess.

The couplings $\ell_{1}$ and $\ell_{2}$ are quark mass independent, whereas the physical quantities used to estimate their values incorporate quark mass effects. As a result of this, it is problematic to rely on phenomenological determinations based on the one loop approximation when analyzing quantities at two loop order. The large infrared singularities that accompany the contributions from $\ell_{1}$ and $\ell_{2}$ are automatically accounted for in the two loop representation, but are missing in the framework of a one loop calculation - in the phenomenological analysis, their contributions are lumped into those from the coupling constants. As an illustration, we mention the set I of couplings introduced in [5], that uses the one-loop values for $\ell_{1}$ and $\ell_{2}$, but leads to $D$-wave scattering lengths that do not agree well with the values extracted from experiment, as was first pointed out in ref. [24]. For a detailed discussion of this issue, we refer to 48].

We now show that, once the shift in the values of $\ell_{1}, \ell_{2}$ is accounted for, the one and two loop representations for the coefficients $c_{1}, \ldots, c_{4}$ become nearly the same, so that the results obtained by matching the phenomenological representation with the chiral one at two loop level nearly coincide with those found in the one loop approximation. The infrared singularities responsible for that shift are those contained in the coefficients $b_{3}, b_{4}$. If we solve the expressions for these coefficients in one loop approximation, we obtain

$$
\begin{equation*}
\ell_{1}^{e f f} \equiv 3\left(\bar{b}_{3}-\bar{b}_{4}\right)+\frac{4}{3}, \quad \ell_{2}^{e f f} \equiv 6 \bar{b}_{4}+\frac{5}{6} \tag{14.2}
\end{equation*}
$$

The expansion of these quantities in powers of the quark masses starts with $\ell_{n}^{e f f}=\bar{\ell}_{n}+O(\xi)$. The infrared singularities generated by the two loop graphs show up in the terms of order $\xi$, in particular through contributions proportional to $\tilde{L}^{2}=\ln ^{2}\left(\mu^{2} / M_{\pi}^{2}\right)$, which are very important numerically. Accounting for the uncertainties in our input, we obtain

$$
\begin{equation*}
\ell_{1}^{\text {eff }}=-1.9 \pm 0.2, \quad \ell_{2}^{\text {eff }}=5.25 \pm 0.04 \tag{14.3}
\end{equation*}
$$

The comparison with the values $\bar{\ell}_{1}=-1.8, \bar{\ell}_{2}=5.4$, found when matching at one loop, shows that the couplings relevant in the context of the one loop approximation may indeed be characterized in this manner (compare fig. 团, where the values for $\bar{\ell}_{1}, \bar{\ell}_{2}$ obtained at one loop are indicated by the full circle, while the thin ellipse corresponds to the above numerical result for $\left.\ell_{1}^{\text {eff }}, \ell_{2}^{\text {eff }}\right)$.

Now comes the point we wish to make: We may also evaluate the one loop formulae (6.1) for $c_{1}, c_{2}$, replacing $\bar{\ell}_{1}, \bar{\ell}_{2}$ by the above effective values. The outcome differs from what is obtained with the two loop formulae only by a fraction of a percent - the difference is in the noise of the two loop result. In this
sense, the main effect of the infrared singularities in the two loop graphs amounts to a shift in the values of the coupling constants $\bar{\ell}_{1}, \bar{\ell}_{2}$. This explains why the matching conditions used in the present paper yield very accurate results for the $S$-wave scattering lengths already at one loop, while the corresponding results for these two couplings are off.

The literature contains quite a few determinations of the coupling constants $\ell_{1}$ and $\ell_{2}$ that are based on the one loop approximation of chiral perturbation theory [9] -16], starting with the estimates $\bar{\ell}_{1}=-2.3 \pm 3.7, \bar{\ell}_{2}=6.0 \pm 1.3$ given in ref. [9], which are perfectly consistent with our result for $\ell_{1}^{\text {eff }}, \ell_{2}^{\text {eff }}$. Note that, in the case of $\bar{\ell}_{2}$, the shift generated by the two loop graphs takes the result outside the quoted range (as stated in ref. [9], that range only measures the accuracy to which the first order corrections can be calculated and does not include an estimate of contributions due to higher order terms).

The results for the effective coupling constants obtained by Girlanda et al. 24] read $\bar{\ell}_{1}=-0.37 \pm 0.95 \pm 1.71, \bar{\ell}_{2}=4.17 \pm 0.19 \pm 0.43$. The first error comes from the evaluation of the integrals over the imaginary parts, while the second reflects the uncertainties in the contributions from the couplings of $\mathcal{L}_{6}$. Our results in eq. (14.1) confirm these numbers, with substantially smaller errors - we repeat, however, that these only account for the noise seen in our calculation.

Amoros, Bijnens and Talavera [22 have extracted values for the coupling constants of $\mathcal{L}_{4}$ from their two loop analysis of the $K_{e_{4}}$ form factors - which is based on $\mathrm{SU}(3)_{R} \times \mathrm{SU}(3)_{L}$ chiral perturbation theory - and obtain $\bar{\ell}_{1}=0.4 \pm 2.4$, $\bar{\ell}_{2}=4.9 \pm 1.0$. Fig. 4 shows that these are perfectly consistent with ours. As these authors are relying on the one loop relations between the coupling constants $L_{n}$ of that framework and the couplings $\ell_{n}$ relevant for $\mathrm{SU}(2)_{R} \times \mathrm{SU}(2)_{L}$, the results are accompanied by comparatively large errors.

## 15 Values of $\ell_{4}, r_{5}$ and $\boldsymbol{r}_{6}$

For the central values of the input, the matching conditions lead to $\bar{\ell}_{4}=4.39$ (first row in table (1). The uncertainties in this number due to the various sources of error are dominated by the one in the scalar radius and the noise in the symmetry breaking coupling constants $r_{1}, r_{2}, r_{3}, r_{4}, r_{S_{2}}$ of $\mathcal{L}_{6}$. In order to estimate the uncertainties due to the higher order effects that our calculation neglects, we compare the above two loop result with the value $\bar{\ell}_{4}=4.60$, obtained by truncating the chiral representation for the scalar radius at leading order. The comparison shows that the shift generated by the two loop contributions is of the same size as the one due to the uncertainty in the scalar radius. Those from yet higher orders are expected to be significantly smaller, so that the uncertainty in the final result is dominated by the sources of error listed in the table. The net result reads

$$
\begin{equation*}
\bar{\ell}_{4}=4.4 \pm 0.2 \tag{15.1}
\end{equation*}
$$

The number is consistent with the one loop estimate $\bar{\ell}_{4}=4.3 \pm 0.9$, given in ref. [9]. The infrared singularities that accompany the coupling constant $\bar{\ell}_{4}$ are $\underline{\text { m }}$ uch weaker than those occurring together with $\bar{\ell}_{1}, \bar{\ell}_{2}$. The same is true also for $\bar{\ell}_{3}$, where the uncertainties are much too large for such effects to matter at all.

The above result confirms the value $\bar{\ell}_{4}=4.4 \pm 0.3$, obtained by Bijnens, Colangelo and Talavera 21, from a comparison of the two loop representation with the dispersive result of the scalar radius, but this was to be expected, because the input used in the two evaluations is nearly the same.

In the framework of the calculation mentioned in section 14, Amoros, Bijnens and Talavera [22 obtain $\bar{\ell}_{4}=4.2 \pm 0.18$, also consistent with our result (as emphasized by these authors, the error bar does not account for the uncertainties due to higher order effects, which in their approach are quite substantial).

The coupling constants $\tilde{r}_{n} \equiv(4 \pi)^{4} r_{n}^{r}(\mu)$ are scale dependent. We could introduce corresponding scale independent quantities, analogous to the terms $\bar{\ell}_{n}$ used for the coupling constants of $\mathcal{L}_{4}$. The scale dependence is rather complicated, however, because it is quadratic in $\ln \mu$. We instead quote the values obtained for $\mu=M_{\rho}=0.77 \mathrm{GeV}$. Our analysis does not shed any light on the symmetry breaking coupling constants $r_{1}, \ldots, r_{4}$, which belong to the input of our calculation, but we can determine $r_{5}$ and $r_{6}$, from the matching conditions for $c_{5}$ and $c_{6}$ - we did not yet make use of these. Numerically, we find:

$$
\begin{equation*}
\tilde{r}_{5}=3.8 \pm 1.0, \quad \tilde{r}_{6}=1.0 \pm 0.1 \tag{15.2}
\end{equation*}
$$

Table [1s shows that the noise seen in our calculation is dominated by the one in the estimates for the symmetry breaking coupling constants $r_{1}, \ldots, r_{4}$. Note that the error bars do not account for the uncertainties due to higher order contributions - our evaluation does not give us any handle on these.

The resonance estimates of refs. [5, 21, 43] offer a test: They lead to

$$
\begin{equation*}
\tilde{r}_{5} \simeq 2.7, \quad \tilde{r}_{6} \simeq 0.75 \tag{15.3}
\end{equation*}
$$

and thus corroborate the outcome of our analysis, both in sign and in magnitude. In fact, as pointed out by Ecker [48], the estimates

$$
\begin{equation*}
\bar{\ell}_{1} \simeq-0.7, \quad \bar{\ell}_{2} \simeq 5.0, \quad \bar{\ell}_{3} \simeq 1.9, \quad \bar{\ell}_{4} \simeq 3.7 \tag{15.4}
\end{equation*}
$$

obtained from resonance saturation of sum rules [38], are perfectly consistent with the numbers found at two loop accuracy. We conclude that there is good evidence for the picture drawn in ref. [9] to be valid: The values of all of the effective coupling constants encountered in the two loop representation of the scattering amplitude are consistent with the assumption that these are dominated by the contributions from the singularities due to the exchange of the lightest non-Goldstone states. Admittedly, this assumption does not lead to very sharp values, because the separation of the resonance contributions from the continuum
underneath is not unique. The problem manifests itself in the scale dependence of the coupling constants - resonance saturation can literally hold only at one particular scale. Also, it is not a straightforward matter to formulate the resonance saturation hypothesis for singularities due to the exchange of particles of spin two or higher [19, 20]. Even so, we consider it important that the values found for the coupling constants are within the noise inherent in the assumption that, once the poles and cuts due to the Goldstone bosons are removed, the low energy behaviour of the scattering amplitude is dominated by the singularities due to the remaining states. Since these remain massive in the chiral limit, their contributions to the chiral expansion are suppressed by powers of momenta or quark masses, but they do show up at nonleading orders.

## 16 The coefficients $b_{1}, \ldots, b_{6}$

The matching conditions (4.2) express the coefficients $c_{n}$ of the chiral representation in terms of the $S$-wave scattering lengths and moments of the imaginary parts. Inserting the numerical representation for the dependence of the moments on the scattering lengths and comparing the result with eq. (B.2), we obtain the following representation for the coefficients introduced in ref. [5]:

$$
\begin{align*}
& \bar{b}_{1}=-.1 \pm .1-21 \Delta a_{0}^{0}+1670 \Delta a_{0}^{2}+9\left(\Delta a_{0}^{0}\right)^{2}+96 \Delta a_{0}^{0} \Delta a_{0}^{2}-972\left(\Delta a_{0}^{2}\right)^{2} \\
& \bar{b}_{2}=8.2 \pm .4+179 \Delta a_{0}^{0}-602 \Delta a_{0}^{2}-135\left(\Delta a_{0}^{0}\right)^{2}+315 \Delta a_{0}^{0} \Delta a_{0}^{2}-65\left(\Delta a_{0}^{2}\right)^{2} \\
& \bar{b}_{3}=-.41 \pm .06+3.5 \Delta a_{0}^{0}-12.9 \Delta a_{0}^{2}+7\left(\Delta a_{0}^{0}\right)^{2}-30 \Delta a_{0}^{0} \Delta a_{0}^{2}+40\left(\Delta a_{0}^{2}\right)^{2} \\
& \bar{b}_{4}=.71 \pm .01+1.3 \Delta a_{0}^{0}-4.1 \Delta a_{0}^{2}-\left(\Delta a_{0}^{0}\right)^{2}-4 \Delta a_{0}^{0} \Delta a_{0}^{2}+25\left(\Delta a_{0}^{2}\right)^{2},  \tag{16.1}\\
& \bar{b}_{5}=2.99 \pm .35+32.6 \Delta a_{0}^{0}-97.0 \Delta a_{0}^{2}+104\left(\Delta a_{0}^{0}\right)^{2}-451 \Delta a_{0}^{0} \Delta a_{0}^{2}+602\left(\Delta a_{0}^{2}\right)^{2} \\
& \bar{b}_{6}=2.18 \pm .01+7.2 \Delta a_{0}^{0}-28.4 \Delta a_{0}^{2}-3\left(\Delta a_{0}^{0}\right)^{2}+9 \Delta a_{0}^{0} \Delta a_{0}^{2}-62\left(\Delta a_{0}^{2}\right)^{2}
\end{align*}
$$

with $\Delta a_{0}^{0} \equiv a_{0}^{0}-0.225, \Delta a_{0}^{2} \equiv a_{0}^{2}+0.03706$. The error bars indicate the uncertainties in the outcome due to those in the experimental input used when solving the Roy equations. The representation holds for arbitrary values of the scattering lengths in the vicinity of the point of reference. Inserting our results from (11.2) and adding errors quadratically, we finally obtain

$$
\begin{array}{lll}
\bar{b}_{1}=-12.4 \pm 1.6, & \bar{b}_{2}=11.8 \pm 0.6, & \bar{b}_{3}=-0.33 \pm 0.07 \\
\bar{b}_{4}=0.74 \pm 0.01, & \bar{b}_{5}=3.58 \pm 0.37, & \bar{b}_{6}=2.35 \pm 0.02 \tag{16.2}
\end{array}
$$

We emphasize that the error bars only indicate the noise seen in our evaluation. In $\bar{b}_{1}, \ldots, \bar{b}_{4}$, the two loop representation does account for the contributions of next-to-leading order, but in the case of $\bar{b}_{5}, \bar{b}_{6}$, it only yields the leading terms - these quantities are particularly sensitive to the neglected higher orders.

The above results may be compared with the values found in the literature. Girlanda, Knecht, Moussallam and Stern [24] work within generalized chiral perturbation theory and do not have a prediction for the magnitude of the coefficients


Figure 5: Result for $b_{3}$ and $b_{4}$. The errors in our result are dominated by those in the experimental input used when solving the Roy equations: The nearly degenerate ellipse indicates the result obtained if these could be ignored. The rectangles correspond to the values quoted in refs. [18] and [24], while the diamond marks the one obtained in ref. [5], set II.
$b_{1}$ and $b_{2}$, because the corresponding expressions contain the two free parameters $\alpha$ and $\beta$. In their framework, the analogs of the constants $b_{3}, \ldots, b_{6}$ are denoted by $\lambda_{1}, \ldots, \lambda_{4}$. The explicit relation between the two sets of quantities is given in eq. (A.1). In our notation, the numerical values of ref. [24] correspond to $\bar{b}_{3}=-0.56 \pm 0.37, \bar{b}_{4}=0.737 \pm 0.039, \bar{b}_{5}=3.25 \pm 1.50, \bar{b}_{6}=2.42 \pm 0.22$ and are perfectly consistent with our results, where the errors are smaller. The result for $\bar{b}_{1}$ and $\bar{b}_{2}$, obtained above within the standard framework, amounts to a prediction for the magnitude of $\alpha$ and $\beta$. Numerically, we obtain

$$
\begin{equation*}
\alpha=1.08 \pm 0.07, \quad \beta=1.12 \pm 0.01 \tag{16.3}
\end{equation*}
$$

Wanders [18] has obtained values for the coefficients $b_{3}, b_{4}$ and $b_{6}$ from manifestly crossing symmetric dispersion relations. Matching the chiral and dispersive representations at the center of the Mandelstam triangle, he obtains the values $\bar{b}_{3}=-0.403 \pm 0.032, \bar{b}_{4}=0.719 \pm 0.024, \bar{b}_{6}=2.29 \pm 0.075$, which are also consistent with our numbers. Note that the quoted errors only account for the uncertainties arising from the procedure used in ref. [18] and do not cover those in the input. Fig. 5 shows that, in the case of $\bar{b}_{3}$, the experimental input in the Roy equations represents the dominating source of error.

Amoros, Bijnens and Talavera [22] have determined the coefficients $b_{n}$ on the basis of their analysis of the $K_{e_{4}}$ form factors, referred to earlier. The results for the coefficients $b_{3}, \ldots, b_{6}$ are accompanied by rather large errors and we do not list these here, but merely note that the central values in eq. (16.2) are within the


Figure 6: Result for $b_{5}$ and $b_{6}$. The strip between the two horizontal lines corresponds to the value for $b_{6}$ of Wanders (18].
quoted range, in all cases. For the first two terms, however, Amoros et al. arrive at comparatively accurate values, $\bar{b}_{1}=-10.8 \pm 3.3, \bar{b}_{2}=10.8 \pm 3.2$, which are also perfectly consistent with those in eq. (16.2). The fact that, in their analysis, the remaining coefficients are subject to large uncertainties, also manifests itself in column C of table $\mathrm{Z}^{2}$ : The error bars in the first five rows of the table, $a_{0}^{0} \cdots a_{1}^{1}$, are much smaller than those in the remainder.

## $17 \quad S$ - and $P$-wave phase shifts

For the reasons discussed in detail in ref. [6], the two $S$-wave scattering lengths are the essential parameters in the low energy domain. The result in eq. (11.2) specifies these to within very small uncertainties. In particular, we can now work out the phase shifts of the $S$ - and $P$-waves on this basis, using the Roy equation analysis of [6]. The available experimental information for the imaginary parts above $\sqrt{s_{0}}=0.8 \mathrm{GeV}$, as well as the scattering lengths $a_{0}^{0}, a_{0}^{2}$ are used as an input, while the output of the calculation consists of the phases $\delta_{0}^{0}(s), \delta_{1}^{1}(s)$ and $\delta_{0}^{2}(s)$, in the region below $s_{0}$. In view of the two subtractions occurring in the Roy equations, the behaviour of the imaginary parts above 1 GeV has very little influence on the behaviour of the solutions below 0.8 GeV . Also, there is a consistency check: In the region above $s_{0}$, the output must agree with the input. For the values of the scattering lengths required by chiral symmetry, this condition is indeed met. In fact, the solution of the Roy equations closely follow the input, within the rather broad range of variations allowed for the imaginary parts in ref. [6]. This also means that the Roy equations do not strongly constrain the behaviour of the phases above 0.8 GeV .

The result is shown in figs. 7, 8 and 9. For comparison, these figures also


Figure 7: $\quad I=0 S$-wave phase shift. The full line results with the central values of the scattering lengths and of the experimental input used in the Roy equations. The shaded region corresponds to the uncertainties of the result. The dotted lines indicate the boundaries of the region allowed if the constraints imposed by chiral symmetry are ignored [6]. The data points are from refs. [49] and [50].
show the data points of the phase shift analyses given by Hyams et al. [49], Protopopescu et al. 50], the solutions A and B of Hoogland et al. (ACM) 51] and the one of Losty et al. [52], as well as the $P$-wave phase extracted from the data on the reactions $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-}$and $\tau \rightarrow \nu \pi \pi$. For further information on the $S$-wave phase shifts, we refer the reader to 53, 54].

The three central curves are described by the parametrization [55]

$$
\begin{equation*}
\tan \delta_{\ell}^{I}=\sqrt{1-\frac{4 M_{\pi}^{2}}{s}} q^{2 \ell}\left\{A_{\ell}^{I}+B_{\ell}^{I} q^{2}+C_{\ell}^{I} q^{4}+D_{\ell}^{I} q^{6}\right\}\left(\frac{4 M_{\pi}^{2}-s_{\ell}^{I}}{s-s_{\ell}^{I}}\right) \tag{17.1}
\end{equation*}
$$



Figure 8: $\quad P$-wave phase shift. The phase of the pion form factor is also shown, but it can barely be distinguished from the central result of our analysis. The data points are from refs. [49] and [50].
with $s=4\left(M_{\pi}^{2}+q^{2}\right)$. The numerical values of the coefficients are:

$$
\begin{array}{lll}
A_{0}^{0}=.220, & A_{1}^{1}=.379 \cdot 10^{-1}, & A_{0}^{2}=-.444 \cdot 10^{-1} \\
B_{0}^{0}=.268, & B_{1}^{1}=.140 \cdot 10^{-4}, & B_{0}^{2}=-.857 \cdot 10^{-1}  \tag{17.2}\\
C_{0}^{0}=-.139 \cdot 10^{-1}, & C_{1}^{1}=-.673 \cdot 10^{-4}, & C_{0}^{2}=-.221 \cdot 10^{-2} \\
D_{0}^{0}=-.139 \cdot 10^{-2}, & D_{1}^{1}=.163 \cdot 10^{-7}, & D_{0}^{2}=-.129 \cdot 10^{-3}
\end{array}
$$

in units of $M_{\pi}$. In particular, the constants $A_{\ell}^{I}$ represent the scattering lengths of the three partial waves under consideration, while the $B_{\ell}^{I}$ are related to the effective ranges.

The parameters $s_{\ell}^{I}$ specify the value of $s$ where $\delta_{\ell}^{I}(s)$ passes through $90^{\circ}$ :

$$
\begin{equation*}
s_{0}^{0}=36.77 M_{\pi}^{2}, \quad s_{1}^{1}=30.72 M_{\pi}^{2}, \quad s_{0}^{2}=-21.62 M_{\pi}^{2} . \tag{17.3}
\end{equation*}
$$

In the channels with $I=0,1$, the corresponding energies are 846 MeV and 774 MeV , respectively (the negative sign of $s_{0}^{2}$ indicates that in the $I=2$ channel, which is exotic, the phase remains below $90^{\circ}$ ).


Figure 9: $\quad I=2 S$-wave phase shift. The full line results with the central values of the scattering lengths and of the experimental input used in the Roy equations. The shaded region corresponds to the uncertainties of the result. The data points represent the two phase shift representations of the Aachen-CernMunich collaboration [51] and the one of Losty et al. 52]

The value of the phase difference $\delta_{0}^{0}-\delta_{0}^{2}$ at $s=M_{K}^{2}$ is of special interest, in connection with the decays $K \rightarrow \pi \pi$. In particular, the phase of $\epsilon^{\prime} / \epsilon$ is determined by that phase difference. Our representation of the scattering amplitude allows us to pin this quantity down at the $3 \%$ level of acuracy:

$$
\begin{equation*}
\delta_{0}^{0}\left(M_{K^{0}}^{2}\right)-\delta_{0}^{2}\left(M_{K^{0}}^{2}\right)=47.7^{\circ} \pm 1.5^{\circ} \tag{17.4}
\end{equation*}
$$

We add two remarks concerning the comparison with the $P$-wave phase shift extracted from the $e^{+} e^{-}$and $\tau$ data. First, we note that the agreement at 0.8 GeV is enforced by our approach: In the Roy equation analysis, the value of the phase shift at that energy represents an input parameter and we have made use of those data to pin it down. Once that is done, however, the behaviour of the phase shift at lower energies is unambiguously fixed: Chiral symmetry determines the two
subtraction constants, so that the solution of the Roy equations becomes unique. In other words - disregarding the small effects due to the uncertainties in the input of our analysis, which are shown in fig. 8 - there is only one interpolation between threshold and 0.8 GeV that is consistent with the constraints imposed by analyticity, unitarity and chiral symmetry. Figure 8 shows that the predicted curve indeed very closely follows the phase extracted from the $e^{+} e^{-}$and $\tau$ data. This confirms the conclusions reached in ref. [56].

Actually, the figure conceals a discrepancy in the threshold region, where the phase is too small for the effect to be seen by eye: Evaluating the $P$-wave scattering length with the Gounaris-Sakurai parametrization of the form factor given in ref. [57] (the curve shown in the figure), we obtain a result that is smaller than the value for $a_{1}^{1}$ in table 2, by about $10 \%$, that is by many standard deviations of our prediction. The discrepancy is in the noise of the data on the form factor: There is little experimental information in the threshold region, so that the behaviour of the form factor is not strongly constrained there. Indeed, there are alternative parametrizations that also fit the data, but have a distinctly different behaviour near and below threshold. Even parametrizations with unphysical singularities at $s=0$, such as the one proposed in [58], provide decent fits in the experimentally accessible region. In this respect, the present work does add significant information about the $P$-wave phase shift, as it predicts the behaviour near threshold, within very narrow limits.

## 18 Poles on the second sheet

The partial wave amplitude $t_{1}^{1}(s)$ contains a pole on the second sheet. Denoting the pole position by $s=\left(M_{\rho}-\frac{i}{2} \Gamma_{\rho}\right)^{2}$, we obtain

$$
\begin{equation*}
M_{\rho}=762.4 \pm 1.8 \mathrm{MeV}, \quad \Gamma_{\rho}=145.2 \pm 2.8 \mathrm{MeV} \tag{18.1}
\end{equation*}
$$

Note that the values quoted for the "mass" often represent the energy where the real part of the amplitude vanishes - in contrast to the position of the pole, that value is not independent of the process considered. As the scattering is approximately elastic there, the corresponding mass is the energy where the phase shift goes through $90^{\circ}$. For the $P$-wave, this happens at

$$
m_{\rho}=773.5 \pm 2.5 \mathrm{MeV}
$$

The real part of the pole position is smaller than the energy where the phase shift passes through $90^{\circ}$, by about 10 MeV . The uncertainty in $\Gamma_{\rho}$ is significantly smaller than the error bar quoted in [6]: The constraints imposed on the scattering amplitude by the low energy theorems of chiral symmetry also allow a better determination of the width.

The $I=0 S$-wave also contains a pole on the second sheet. The uncertainties in the pole position are considerably larger than in the case of the $\rho$, because the
singularity is far from the real axis. Also, the uncertainties in the phase shift are somewhat larger here. Varying the input parameters as well as the analytic form of the representation used for $t_{0}^{0}$, we find that the pole occurs in the region $\sqrt{s}=(470 \pm 30)-i(295 \pm 20) \mathrm{MeV}$, while the phase passes through $90^{\circ}$ at $\sqrt{s}=844 \pm 13 \mathrm{MeV}$.

There is no harm in calling this an unusually broad resonance, but that sheds little light on the low energy structure of the scattering amplitude. In particular, it should not come as a surprise if the values for the mass and width of the resonance, obtained on the basis of the assumption that the pole represents the most important feature in this channel, are very different from the real and imaginary parts of the energy at which the amplitude actually has a pole - there is more to the physics of the $S$-wave than the occurrence of a pole far from the real axis. A collection of numbers concerning the pole position is given in 59 and for a recent review of the abundant literature on the subject, we refer to [60]. A recent discussion in the framework of the $N N$ interaction is given in 61.

We add a remark concerning the physics behind the pole in $t_{0}^{0}$ - admittedly, the reasoning is of qualitative nature. In the chiral limit, current algebra predicts $t_{0}^{0}=s / 16 \pi F_{\pi}^{2}$ : The amplitude vanishes at threshold, but the real part grows quadratically with the energy, so that the imaginary part rises with the fourth power. The rapid growth signals the occurrence of a strong final state interaction. In order to estimate the strength of the corresponding branch cut, we invoke the inverse amplitude method, replacing the above formula by $t_{0}^{0}=s /\left(16 \pi F_{\pi}^{2}-i s\right)$. The virtue of this operation is that, while it retains the algebraic accuracy of the current algebra approximation, it yields an expression that does obey elastic unitarity. The formula shows that, in this approximation, the amplitude contains a pole at $\sqrt{s}=\sqrt{-i 16 \pi} F_{\pi}=463-i 463 \mathrm{MeV}$, indeed not far away from the place where the full amplitude has a pole.

The physics of the $P$-wave is very different, because the unitarity cut generated by low energy $\pi \pi$ intermediate states is very weak. Repeating the above exercise for $t_{1}^{1}$, one again finds a pole with equal real and imaginary parts, but it is entirely fictitious, as it occurs at $1.1-i 1.1 \mathrm{GeV}$, far beyond the region where current algebra provides a meaningful approximation. The occurrence of a pole near the real axis cannot be understood on the basis of chiral symmetry and unitarity alone.

In the framework of the effective theory, the difference manifests itself as follows. While the unitarity corrections account perfectly well for the low energy behaviour of the imaginary parts, the presence of the $\rho$ only shows up in the values of the effective coupling constants $\ell_{1}, \ell_{2}$ and $\ell_{6}$. There is no such pole in $t_{1}^{1}$, for instance, if the underlying theory is identified with the linear $\sigma$-model, and the values of those coupling constants are then very different [9]. In this sense, the pole in $t_{1}^{1}$ reflects a special property of QCD , while the one in $t_{0}^{0}$ can be understood on the basis of the fact that chiral symmetry predicts a strong unitarity cut: The pole position is related to the magnitude of $F_{\pi}$.

## 19 Threshold parameters

|  | A | B | C | D | E | units |
| ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| $a_{0}^{0}$ | $.220 \pm .005$ | .216 | $.220 \pm .005$ | $.24 \pm .06$ | $.26 \pm .05$ |  |
| $b_{0}^{0}$ | $.276 \pm .006$ | .268 | $.280 \pm .011$ | $.26 \pm .02$ | $.25 \pm .03$ | $M_{\pi}^{-2}$ |
| $a_{0}^{2}$ | $-.444 \pm .010$ | -.445 | $-.423 \pm .010$ | $-.36 \pm .13$ | $-.28 \pm .12$ | $10^{-1}$ |
| $b_{0}^{2}$ | $-.803 \pm .012$ | -.808 | $-.762 \pm .021$ | $-.79 \pm .05$ | $-.82 \pm .08$ | $10^{-1} M_{\pi}^{-2}$ |
| $a_{1}^{1}$ | $.379 \pm .005$ | .380 | $.380 \pm .021$ | $.37 \pm .02$ | $.38 \pm .02$ | $10^{-1} M_{\pi}^{-2}$ |
| $b_{1}^{1}$ | $.567 \pm .013$ | .537 | $.58 \pm .12$ | $.54 \pm .04$ |  | $10^{-2} M_{\pi}^{-4}$ |
| $a_{2}^{0}$ | $.175 \pm .003$ | .176 | $.22 \pm .04$ | $.17 \pm .01$ | $.17 \pm .03$ | $10^{-2} M_{\pi}^{-4}$ |
| $b_{2}^{0}$ | $-.355 \pm .014$ | -.343 | $-.32 \pm .10$ | $-.35 \pm .06$ |  | $10^{-3} M_{\pi}^{-6}$ |
| $a_{2}^{2}$ | $.170 \pm .013$ | .172 | $.29 \pm .10$ | $.18 \pm .08$ | $.13 \pm .3$ | $10^{-3} M_{\pi}^{-4}$ |
| $b_{2}^{2}$ | $-.326 \pm .012$ | -.339 | $-.36 \pm .9$ | $-.34 \pm .07$ |  | $10^{-3} M_{\pi}^{-6}$ |
| $a_{3}^{1}$ | $.560 \pm .019$ | .545 | $.61 \pm .11$ | $.58 \pm .12$ | $.6 \pm .2$ | $10^{-4} M_{\pi}^{-6}$ |
| $b_{3}^{1}$ | $-.402 \pm .018$ | -.312 | $-.36 \pm .02$ | $-.44 \pm .14$ |  | $10^{-4} M_{\pi}^{-8}$ |

Table 2: Threshold parameters. Our results are listed in column A. The numbers in the next two columns are obtained by evaluating the chiral representation at threshold: The entries under B follow from our values of the effective coupling constants, while those under C are taken from ref. [22]. Column D gives the outcome of a Roy equation analysis that does not invoke chiral symmetry [6], while E contains the old "experimental" values 27.

The scattering lengths of the partial waves with $\ell \geq 1$, as well as the effective ranges (also of those of the $S$-waves) can be expressed in terms of sum rules over the imaginary parts [62]. The corresponding numerical values are listed in the table 2, together with the $S$-wave scattering lengths. Column A indicates our final results, obtained by matching the phenomenological and chiral representations in the subthreshold region and using the Roy equations to evaluate the amplitude and its derivatives at threshold. In column B, we quote the numbers obtained from a direct evaluation of the two loop representation at threshold, using our central values for the effective coupling constants - this amounts to truncating the expansion of the threshold parameters in powers of $m_{u}$ and $m_{d}$. Column C lists the results of ref. [22], where the amplitude is also expanded at threshold, but the coupling constants are determined on the basis of a two loop analysis of the $K_{e 4}$ form factors (see the next section for a comment concerning these entries). The comparison of the columns A, B and C clearly shows that two loop chiral perturbation theory works very well in describing both $\pi \pi$ scattering and $K_{e 4}$ decays. For the reasons given in section 9, the method described in the present paper yields the smallest error bars. In fact, it is quite remarkable that the results for the effective range $b_{3}^{1}$ in columns B and C represent a decent
estimate: In this case, only the infrared singularities occurring in the expansion in powers of the quark masses contribute. For comparison, column D lists the values of ref. [6], which are obtained by analyzing the available data with the Roy equations and do not invoke chiral perturbation theory. Finally, column E contains the values of the compilation in refs. [27].

## 20 Quark mass dependence of $M_{\pi}^{2}$ and $\boldsymbol{F}_{\pi}$

The dependence of physical quantities on the quark masses is of interest, in particular, for the following reason: By now, dynamical quarks with a mass of the order of the physical value of $m_{s}$ are within reach on the lattice, but it is notoriously difficult to equip the two lightest quarks with their proper masses. Invariably, the numerical results obtained for the physical values of $m_{u}$ and $m_{d}$ rely on an extrapolation of numerical data. For a recent, comprehensive review of lattice work on the light quark masses, we refer to 633.

In this connection, chiral perturbation theory may turn out to be useful, because it predicts the mass dependence in terms of a few constants: the coupling constants of the effective Lagrangian. Above, we have determined some of these and we now discuss the consequences for the dependence of $M_{\pi}^{2}, F_{\pi}, a_{0}^{0}, a_{0}^{2}$ on the masses of the two lightest quarks: We keep $m_{s}$ fixed at the physical value and set $m_{u}=m_{d}=m$, but vary the value of $m$ in the range $0<m<\frac{1}{2} m_{s}$ (at the upper end of that range, the pion mass is about 500 MeV ).

In the preceding sections, we have expressed all of the quantities in terms of the physical pion mass and the physical decay constant, using the ratio $\xi$ as an expansion parameter. Also, the logarithmic infrared singularities were normalized at the scale $M_{\pi}$. In particular, the coupling constants $\bar{\ell}_{n}$ contain a chiral logarithm with unit coefficient, so that they may be represented as

$$
\begin{equation*}
\bar{\ell}_{n} \equiv \ln \frac{\Lambda_{n}^{2}}{M_{\pi}^{2}} \tag{20.1}
\end{equation*}
$$

where $\Lambda_{n}$ is the intrinsic scale of $\ell_{n}$ and is independent both of $m$ and of the running scale $\mu$. In order to explicitly exhibit the quark mass dependence, we replace $M_{\pi}^{2}$ by the variable $M^{2} \equiv 2 m B$ and also normalize the chiral logarithms at the scale $M$, trading the quantities $\xi$ and $\bar{\ell}_{n}$ for

$$
\begin{equation*}
x \equiv \frac{M^{2}}{16 \pi^{2} F^{2}}, \quad \hat{\ell}_{n} \equiv \ln \frac{\Lambda_{n}^{2}}{M^{2}} \tag{20.2}
\end{equation*}
$$

respectively. According to (7.1), (7.2) the two sets of variables are related by

$$
\begin{array}{lll}
x=\xi\left\{1+\frac{1}{2} \xi\left(\bar{\ell}_{3}+4 \bar{\ell}_{4}\right)+O\left(\xi^{2}\right)\right\}, & & \hat{\ell}_{n}=\bar{\ell}_{n}-\frac{1}{2} \xi \bar{\ell}_{3}+O\left(\xi^{2}\right)  \tag{20.3}\\
\xi=x\left\{1-\frac{1}{2} x\left(\hat{\ell}_{3}+4 \hat{\ell}_{4}\right)+O\left(x^{2}\right)\right\}, & & \bar{\ell}_{n}=\hat{\ell}_{n}+\frac{1}{2} x \hat{\ell}_{3}+O\left(x^{2}\right) .
\end{array}
$$

The expansions of $M_{\pi}^{2}$ and $F_{\pi}$ in powers of $m$ are known to next-to-next-toleading order [64, 65, 5]. In the above notation, the explicit expressions may be written in the form 66]:

$$
\begin{align*}
M_{\pi}^{2} & =M^{2}\left\{1-\frac{1}{2} x \hat{\ell}_{3}+\frac{17}{8} x^{2} \hat{\ell}_{M}^{2}+x^{2} k_{M}+O\left(x^{3}\right)\right. \\
F_{\pi} & =F\left\{1+x \hat{\ell}_{4}-\frac{5}{4} x^{2} \hat{\ell}_{F}^{2}+x^{2} k_{F}+O\left(x^{3}\right)\right. \\
\hat{\ell}_{M} & =\frac{1}{51}\left(28 \hat{\ell}_{1}+32 \hat{\ell}_{2}-9 \hat{\ell}_{3}+49\right)  \tag{20.4}\\
\hat{\ell}_{F} & =\frac{1}{30}\left(14 \hat{\ell}_{1}+16 \hat{\ell}_{2}+6 \hat{\ell}_{3}-6 \hat{\ell}_{4}+23\right)
\end{align*}
$$

In this representation, the infrared singularities are hidden in the scale invariant quantities $\hat{\ell}_{1}, \ldots, \hat{\ell}_{4}$. Those generated by the two loop graphs have been completed to a square. The normalization of the auxiliary quantities $\hat{\ell}_{M}, \hat{\ell}_{F}$ is chosen such that their mass dependence is also of the form

$$
\begin{equation*}
\hat{\ell}_{M}=\ln \frac{\Lambda_{M}^{2}}{M^{2}}, \quad \hat{\ell}_{F}=\ln \frac{\Lambda_{F}^{2}}{M^{2}} \tag{20.5}
\end{equation*}
$$

The constants $k_{M}, k_{F}$ collect the analytic contributions at order $x^{2}$ and are independent of $m$ and $\mu$. By completing the logarithms at oder $x^{2}$ to a square, we have in effect chosen a particular running scale: the one where the coefficient of the term linear in $\ln M^{2}$ vanishes. This simplifies the representation, but is without physical significance - the decomposition into an infrared singular part arising from the Goldstone bosons and a regular remainder is not unique. In ref. [21, a somewhat different representation for the analytic terms of order $x^{2}$ is used, which involves the two parameters $r_{M}, r_{F}$ instead of $k_{M}, k_{F}$.

## 21 Numerical results for quark mass dependence

In addition to the coupling constants $\ell_{1}, \ldots, \ell_{4}$ that also govern the low energy properties of the $\pi \pi$ scattering amplitude, the ratios $M_{\pi}^{2} / M^{2}$ and $F_{\pi} / F$ contain the two fourth order constants $k_{M}$ and $k_{F}$. We expect that the contributions from these terms are of order $M_{\pi}^{4} / M_{S}^{4}$ and can just as well be dropped - unless $m$ is taken much larger than in nature. We did not make an attempt at quantifying the uncertainties associated with these terms, because they are small compared to those from the coupling constants $\ell_{1}, \ldots, \ell_{4}$. The bands shown in fig. 10 correspond to $r_{M}=r_{F}=0$. If we were to instead set the constants $k_{M}, k_{F}$ equal to zero, the boundaries would be slightly shifted, but the shifts are small compared to the width of the bands.

For small values of $m$, the contributions of $O\left(m^{2}\right)$ dominate. These are determined by the two scales $\Lambda_{3}$ and $\Lambda_{4}$. As discussed in section 7, the information about the first one is meagre - the crude estimate (7.8) amounts to
$0.2 \mathrm{GeV}<\Lambda_{3}<2 \mathrm{GeV}$. For the second one, however, the value for $\bar{\ell}_{4}$ obtained in section 11 yields a rather decent determination:

$$
\begin{equation*}
\Lambda_{4}=1.26 \pm 0.14 \mathrm{GeV} \tag{21.1}
\end{equation*}
$$

The two parameters $\Lambda_{3}, \Lambda_{4}$ play the same role as the coefficients $c_{M}$ and $c_{F}$ in the polynomial approximations $M_{\pi}^{2}=2 m B\left(1+c_{M} m\right), F_{\pi}=F\left(1+c_{F} m\right)$, that are sometimes used to perform the extrapolation of lattice data. In contrast to these approximations, the formulae (20.4) do account for the infrared singularities of the functions $M_{\pi}(m)$ and $F_{\pi}(m)$ - to the order of the expansion in powers of $m$ considered, that representation is exact.

Consider first the ratio $F_{\pi} / F$, for which the poorly known scale $\Lambda_{3}$ only enters at next-to-next-to-leading order. The upper one of the two shaded regions in fig. 10 shows the behaviour of this ratio as a function of $M$, according to formula (20.4). The change in $F_{\pi}$ occurring if $M$ is increased from the physical value to $M_{K}$ is of the expected size, comparable to the difference between $F_{K}$ and $F_{\pi}$. The curvature makes it evident that a linear extrapolation in $m$ is meaningless. The essential parameter here is the scale $\Lambda_{4}$ that determines the magnitude of the term of order $M^{2}$. The corrections of order $M^{4}$ are small - the scale relevant for these is $\Lambda_{F} \simeq 0.5 \mathrm{GeV}$.


Figure 10: Dependence of the ratios $F_{\pi} / F$ and $M_{\pi}^{2} / M^{2}$ on the mass of the two lightest quarks. The variable $M$ is defined by $M^{2}=\left(m_{u}+m_{d}\right) B$ and $F$ is the value of the pion decay constant for $m_{u}=m_{d}=0$. The strange quark mass is held fixed at the physical value.

In the case of the ratio $M_{\pi}^{2} / M^{2}$, on the other hand, the dominating contribution is determined by the scale $\Lambda_{3}$ - the corrections of $O\left(M^{4}\right)$ are small also
in this case (the relevant scale is $\Lambda_{M} \simeq 0.6 \mathrm{GeV}$ ). The fact that the information about the value of $\ell_{3}$ is very meagre shows up through very large uncertainties. In particular, with $\Lambda_{3} \simeq 0.5 \mathrm{GeV}$, the ratio $M_{\pi}^{2} / M^{2}$ would remain very close to 1 , on the entire interval shown. Note that outside the range of values for $\ell_{3}$ considered in the present paper, the dependence of $M_{\pi}^{2}$ on the quark masses would necessarily exhibit strong curvature. This is illustrated with the dashed line that indicates the behaviour of the ratio $M_{\pi}^{2} / M^{2}$ for $\bar{\ell}_{3}=-10$. According to fig. 2 this value corresponds to $a_{0}^{0} \simeq 0.24$.

The above discussion shows that brute force is not the only way to reach the very small values of $m_{u}$ and $m_{d}$ observed in nature on the lattice. It suffices to equip the strange quark with the physical value of $m_{s}$ and to measure the dependence of the pion mass on $m_{u}, m_{d}$ in the region where $M_{\pi}$ is comparable to $M_{K}$. Since the dependence on the quark masses is known rather accurately in terms of the two constants $B$ and $\Lambda_{3}$, a fit to the data based on eq. (20.4) should provide an extrapolation to the physical quark masses that is under good control. Moreover, the resulting value for $\Lambda_{3}$ would be of considerable interest, because that scale also shows up in other contexts, in the $\pi \pi$ scattering lengths, for example. For recent lattice work in this direction, we refer to 67]. A measurement of the mass dependence of $F_{\pi}$ in the same region would be useful too, because it would provide a check on the dispersive analysis of the scalar radius that underlies our determination of $\Lambda_{4}$ - in view of the strong unitarity cut in the scalar form factor, a direct evaluation of the scalar radius on the lattice is likely more difficult. Chiral logarithms also occur in the quenched approximation 68, 69, but since the coefficients differ from those in the full theory, a naive comparison of the above formulae with quenched lattice data is not meaningful.

In section 9, we noted that the expansion of the scattering length $a_{0}^{0}$ in powers of the quark mass contains an unusually large infrared singularity at one loop level. We can now complete that discussion with an evaluation of the contributions arising at next-to-next-to-leading order, repeating the analysis of ref. 70 with the information about the coupling constants available now. The result is shown in figure 11, where we indicate the behaviour of the correction factors $R_{0}, R_{2}$, defined by

$$
a_{0}^{0}=\frac{7 M_{\pi}^{2}}{32 \pi F_{\pi}^{2}} R_{0}, \quad a_{0}^{2}=-\frac{M_{\pi}^{2}}{16 \pi F_{\pi}^{2}} R_{2}
$$

as a function of $M_{\pi}$. The reason for choosing the variable $M_{\pi}$ rather than $M$ is that the uncertainties in $\Lambda_{3}$ then affect the result less strongly. The comparison with figure 10, where a larger mass range is shown, demonstrates that $R_{0}$ grows much more rapidly with the quark masses than $F_{\pi}$. The effect arises from the chiral logarithms associated with the unitarity cut - the coefficient of the leading infrared singularity in $a_{0}^{0}$ exceeds the one in $F_{\pi}$ by a factor $\frac{9}{2}$. Note that the chiral perturbation theory formulae underlying the figure are meaningful only in the range where the corrections are small. The shaded regions exclusively account


Figure 11: Size of the corrections to Weinberg's leading order predictions for the $\pi \pi S$-wave scattering lengths, as a function of the pion mass.
for the uncertainties in the values of the coupling constants. In the case of $R_{0}$, those due to the terms of order $M_{\pi}^{6}$ are by no means negligible for $M_{\pi}>0.2 \mathrm{GeV}$, so that it matters what exactly is plotted. The curves shown in the figure are obtained by expressing $R_{0}, R_{2}$ in terms of the coupling constants $F, \ell_{1}, \ldots$ and of $M_{\pi}$, expanding the result in powers of $M_{\pi}$ and truncating the series at order $M_{\pi}^{4}$. On the left half of the figure, the behaviour of $R_{0}$ obtained, for instance, by truncating the expansion in powers of $M$ instead of the one in $M_{\pi}$ is practically the same, but on the right half, there is a substantial difference, indicating that the chiral perturbation series is out of control there.

We conclude that in the case of the $I=0$ scattering length, a meaningful extrapolation of lattice data to the physical values of $m_{u}$ and $m_{d}$ requires significantly smaller quark masses than in the case of $M_{\pi}$ or $F_{\pi}$. In the $I=2$ channel, the effects are much smaller, because this channel is exotic: The final state interaction is weak and repulsive. The lattice result, $a_{0}^{2}=-0.0374 \pm 0.0049$ [71], corresponds to $R_{2}=0.82 \pm 0.11$. It is on the low side, but not inconsistent with our prediction: $a_{0}^{2}=-0.0444 \pm 0.0010, R_{2}=0.98 \pm 0.02$. As in the case of $F_{\pi}$ and $M_{\pi}$, the comparison between the lattice result and our prediction is not really meaningful, because that result relies on the quenched approximation. The evaluation of the scattering lengths to one loop in the quenched approximation [69, 72] has shown that the infrared singularities are different from those in full QCD. Moreover, as pointed out by Bernard and Golterman [72], the very method used to extract the infinite volume scattering lengths from finite volume observ-
ables [73] is affected: In addition to the purely statistical error, the numbers in [71] have a sizeable systematic error.

## 22 Summary and conclusion

1. The Roy equations determine the $\pi \pi$ scattering amplitude in terms of the imaginary parts at intermediate energies, except for two subtraction constants: the $S$-wave scattering lengths $a_{0}^{0}, a_{0}^{2}$. At low energies, the contributions from the imaginary parts are small, so that the current experimental information about these suffices, but the one about the scattering lengths is subject to comparatively large uncertainties.
2. The low energy theorems of chiral symmetry provide the missing element: They predict the values of the two subtraction constants. In the chiral limit, where the pions are massless, the $S$-wave scattering lengths vanish. The breaking of the symmetry generated by the quark masses $m_{u}$ and $m_{d}$ leads to nonzero values, for $M_{\pi}$ as well as for $a_{0}^{0}$ and $a_{0}^{2}$. The Gell-Mann-Oakes-Renner relation (1.1) shows that the leading term in the expansion of $M_{\pi}^{2}$ in powers of the quark masses is determined by the quark condensate and by the pion decay constant. Weinberg's low energy theorems (1.2) demonstrate that the same two constants also determine the leading term in the expansion of the scattering lengths. Ignoring the higher order contributions, these relations predict $a_{0}^{0}=0.159, a_{0}^{2}=-.0454$.
3. Chiral perturbation theory allows us to analyze the higher order terms of the expansion in a systematic manner. In the isospin limit, $m_{u}=m_{d}=m$, the perturbation series of the $\pi \pi$ scattering amplitude has been worked out to next-to-next-to-leading order (two loops). The result, in particular, specifies the expansion of $a_{0}^{0}$ and $a_{0}^{2}$ in powers of $m$ up to and including $O\left(m^{3}\right)$. The isospin breaking effects due to $m_{u} \neq m_{d}$ have also been been studied [74]. These effects only show up at nonleading orders of the expansion and are small - in contrast to the kaons or the nucleons, the pions are protected from isospin breaking. In the present paper, we have ignored these effects altogether.
4. Chiral symmetry does not fully determine the higher order contributions, because it does not predict the values of the coupling constants occurring in the effective Lagrangian. There are two categories of coupling constants: terms that survive in the chiral limit and symmetry breaking terms proportional to a power of $m$. The former show up in the momentum dependence of the scattering amplitude, so that these couplings can be determined phenomenologically. For the coupling constants of the second category, which describe the dependence on the quark masses, we need to rely on sources other than $\pi \pi$ scattering.
5. The higher order terms of the expansion are dominated by those of next-toleading order, which involve the coupling constants $\ell_{1}, \ell_{2}$ from the first category and $\ell_{3}, \ell_{4}$ from the second. We rely on the dispersive analysis of the scalar pion form factor to pin down the coupling constant $\ell_{4}$. Crude theoretical estimates
indicate that the contributions from $\ell_{3}$ are very small, but the uncertainties of these estimates dominate the error in our final result for the $S$-wave scattering lengths. We also rely on theoretical estimates for the symmetry breaking coupling constants $r_{1}, \ldots, r_{4}$ of next-to-next-to-leading order. These indicate that the contributions to $a_{0}^{0}$ and $a_{0}^{2}$ from those constants are tiny and could just as well be dropped.
6. The expansion in powers of the quark masses contains infrared singularities - the chiral logarithms characteristic of chiral perturbation theory. In the case of $a_{0}^{0}$, for instance, these singularities enhance the magnitude of the corrections quite substantially. The origin of the phenomenon is well understood: The final state interaction in the $I=0 S$-wave generates a strong branch cut. For this reason, the straightforward expansion of $a_{0}^{0}$ in powers of $m$ converges only rather slowly. We exploit the fact that, in the subthreshold region, the expansion of the scattering amplitude converges much more rapidly: In our approach, the chiral and phenomenological representations of the scattering amplitude are matched there. With this method, even the one loop approximation of the chiral perturbation series yields values for the scattering lengths that are within the errors of our final result, which reads

$$
\begin{array}{ll}
a_{0}^{0}=0.220 \pm 0.005, & a_{0}^{2}=-0.0444 \pm 0.0010 \\
2 a_{0}^{0}-5 a_{0}^{2}=0.663 \pm 0.007, & a_{0}^{0}-a_{0}^{2}=0.265 \pm 0.004
\end{array}
$$

7. We have worked out the implications for the phase shifts of the $S$ - and $P$-waves. As shown in figs. 70, chiral symmetry and the existing experimental information constrain these to a rather narrow range. The corresponding predictions for the scattering lengths of the $D$ - and $F$-waves, as well as for the effective ranges are listed in table $\underset{\sim}{2}$.
8. Our representation of the scattering amplitude, in particular, also yields an accurate prediction for the phase of $\epsilon^{\prime} / \epsilon$ : The result for the phase difference between the two $S$-waves at $s=M_{K^{0}}^{2}$ reads

$$
\begin{equation*}
\delta_{0}^{0}\left(M_{K^{0}}^{2}\right)-\delta_{0}^{2}\left(M_{K^{0}}^{2}\right)=47.7^{\circ} \pm 1.5^{\circ} \tag{22.1}
\end{equation*}
$$

9. The mass and the width of the $\rho$-meson can be calculated to within remarkably small uncertainties:

$$
\begin{equation*}
M_{\rho}=762.4 \pm 1.8 \mathrm{MeV}, \quad \Gamma_{\rho}=145.7 \pm 2.6 \mathrm{MeV} \tag{22.2}
\end{equation*}
$$

Also, we confirm that the $I=0 S$-wave contains a pole far away from the real axis, at $\sqrt{s}=(470 \pm 30)-i(295 \pm 20) \mathrm{MeV}$. The phenomenon is related to the fact that chiral symmetry requires the scattering amplitude to be very small at threshold and then to grow with the square of the energy.
10. The consequences for the coupling constants $\ell_{1}, \ell_{2}, \ell_{4}, r_{5}$ and $r_{6}$ of the effective Lagrangian were studied in detail. Our results are in good agreement
with previous work, but are more accurate. In particular, we have shown that $\ell_{1}$ and $\ell_{2}$ are accompanied by strong infrared singularities generated by the two loop graphs, which shift the numerical values obtained in one loop approximation, quite substantially. The effective couplings relevant at one loop level are given in eq. (14.3). We have shown that, with these values, a very decent representation of the scattering amplitude is obtained by matching the Roy equations with the one loop approximation of chiral perturbation theory: The result can barely be distinguished from the representation that underlies the present paper.
11. The results for the various quantities of interest are strongly correlated. We have examined the correlations in detail, not only for the threshold parameters and coupling constants, but also for the coefficients $b_{1}, \ldots, b_{6}$ of the polynomial that occurs in the chiral perturbation theory representation of the scattering amplitude.
12. The resulting picture for the low energy structure of the scattering amplitude is consistent with the resonance saturation hypothesis: For all of the effective coupling constants encountered in the two loop representation, our results are consistent with the assumption that, once the poles and cuts due to pion exchange are removed, the low energy structure of the amplitude is dominated by the singularities due to the lightest non-Goldstone states 9]. Since the splitting of a resonance contribution from the continuum underneath it is not unique, the saturation hypothesis does not lead to very sharp predictions, but it is by no means trivial that these are consistent with the values found, both in sign and magnitude.
13. On the lattice, it is difficult to reach the small values of $m_{u}$ and $m_{d}$ that are realized in nature. We have shown that chiral perturbation theory can be used to extrapolate the results obtained at comparatively large values for these masses, in a controlled manner. The method at the same time also allows a measurement of some of the coupling constants that occur in the symmetry breaking part of the effective Lagrangian, in particular, of $\ell_{3}$. In quite a few cases, the uncertainties in our results are dominated by those from this term.
14. We emphasize that most of our results rely on the standard picture, according to which the quark condensate represents the leading order parameter of the spontaneously broken symmetry, so that the Gell-Mann-Oakes-Renner relation holds. The crude theoretical estimates for the coupling constant $\ell_{3}$ we are relying on indicate that the higher order terms in the expansion of $M_{\pi}^{2}$ are very small, so that the square of the pion mass indeed grows linearly with $m=\frac{1}{2}\left(m_{u}+m_{d}\right)-$ a curvature only shows up if $m$ is taken much larger than the physical value. In ref. [23], $\ell_{3}$ is instead treated as a free parameter and is allowed to take large values, so that the dependence of $M_{\pi}^{2}$ on the quark masses fails to be approximately linear, even in the region below the physical value of $m$. There is no prediction for the scattering lengths in that framework.
15. Even if the quark condensate is not assumed to represent the leading order parameter, a strong correlation between $a_{0}^{0}$ and $a_{0}^{2}$ emerges, which originates in
the relation between these quantities and the scalar radius. The correlation is of interest, in particular, in connection with the analysis of $K_{e_{4}}$ data: As shown in fig. 3, the preliminary results of the E865 experiment at Brookhaven [29, 30] yield a remarkably good determination of $a_{0}^{0}$. The outcome beautifully confirms the prediction (11.2): The best fit to these data is obtained for $a_{0}^{0}=0.218$, with $\chi^{2}=5.7$ for 5 degrees of freedom. For a detailed discussion of the consequences for the value of $a_{0}^{0}$, we refer to [46, (47].
16. A measurement that aims at determining the lifetime of a $\pi^{+} \pi^{-}$atom to an accuracy of $10 \%$ is currently under way at CERN. The interference of the electromagnetic and strong interaction effects in the bound state and in the decay is now well understood, also on the basis of chiral perturbation theory [35]. The decay rate of the ground state can be written in the form

$$
\Gamma=\frac{2}{9} \alpha^{3} p\left|a_{0}^{0}-a_{0}^{2}\right|^{2}(1+\delta),
$$

with $p=\sqrt{M_{\pi^{+}}^{2}-M_{\pi^{0}}^{2}-\frac{1}{4} \alpha^{2} M_{\pi^{+}}^{2}}$. The term $\delta$ accounts for the corrections of order $\alpha$ as well as those due to $m_{u} \neq m_{d}$. According to ref. [35], these effects increase the rate by $\delta=0.058 \pm 0.012$, that is by about $6 \%$. Inserting our result (11.2) for $a_{0}^{0}-a_{0}^{2}$, we arrive at the following prediction for the lifetime [75]:

$$
\begin{equation*}
\tau=(2.90 \pm 0.10) \cdot 10^{-15} \mathrm{~s} \tag{22.3}
\end{equation*}
$$

Since the decay rate is proportional to $\left|a_{0}^{0}-a_{0}^{2}\right|^{2}$, the outcome of the experiment is expected to lead to a determination of $\left|a_{0}^{0}-a_{0}^{2}\right|$ to an accuracy of $5 \%$, thereby subjecting chiral perturbation theory to a very sensitive test.
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## A Notation

We use the following abbreviations:

$$
\xi=\left(\frac{M_{\pi}}{4 \pi F_{\pi}}\right)^{2}, \quad x=\left(\frac{M}{4 \pi F}\right)^{2}, \quad \tilde{L}=\ln \frac{\mu^{2}}{M_{\pi}^{2}}, \quad N=16 \pi^{2}
$$

The intrinsic scales of the coupling constants of $\mathcal{L}_{4}$ are denoted by $\Lambda_{n}$. In terms of these, the standard renormalized couplings are given by

$$
\ell_{n}^{r}(\mu)=\frac{\gamma_{n}}{32 \pi^{2}} \ln \frac{\Lambda_{n}^{2}}{\mu^{2}}, \quad \gamma_{1}=\frac{1}{3}, \quad \gamma_{2}=\frac{2}{3}, \quad \gamma_{3}=-\frac{1}{2}, \quad \gamma_{1}=2
$$

where $\mu$ is the running scale. The scales relevant in the various applications are different and the formulae can be simplified considerably if the coupling constants are normalized at the appropriate scale. For this reason, we use three different symbols:

$$
\bar{\ell}_{n}=\ln \frac{\Lambda_{n}^{2}}{M_{\pi}^{2}}, \quad \hat{\ell}_{n}=\ln \frac{\Lambda_{n}^{2}}{M^{2}}, \quad \tilde{\ell}_{n}=\ln \frac{\Lambda_{n}^{2}}{\mu^{2}}
$$

The first coincides with the one introduced in [4], in the framework of a one loop analysis, where there is no need to distinguish $\bar{\ell}_{n}$ from $\hat{\ell}_{n}$. The quantities $\tilde{\ell}_{n}$ differ from the running coupling constants $\ell_{n}^{r}(\mu)$ only by a numerical factor, which it is convenient to remove in order to simplify the expressions. For the same reason, we work with the coefficients $\bar{b}_{1}, \ldots, \bar{b}_{6}$, introduced in [5],

$$
\bar{b}_{1}=N b_{1}, \quad \bar{b}_{2}=N b_{2}, \quad \bar{b}_{3}=N b_{3}, \quad \bar{b}_{4}=N b_{4}, \quad \bar{b}_{5}=N^{2} b_{5}, \quad \bar{b}_{6}=N^{2} b_{6}
$$

and also stretch the coupling constants of $\mathcal{L}_{6}$ by a power of $N=16 \pi^{2}$,

$$
\tilde{r}_{n}=N^{2} r_{n}^{r}(\mu), \quad(n=1, \ldots, 8)
$$

In Generalized Chiral Perturbation Theory, the coefficients $\bar{b}_{n}$ are replaced by the constants $\alpha, \beta, \lambda_{1}, \ldots, \lambda_{4}$ :

$$
\begin{align*}
& \alpha=1+\xi\left(3 \bar{b}_{1}+4 \bar{b}_{2}+4 \bar{b}_{3}-4 \bar{b}_{4}\right)-\frac{11}{36} \pi^{2} \xi^{2}-\frac{152}{9} \xi^{2}, \\
& \beta=1+\xi\left(\bar{b}_{2}+4 \bar{b}_{3}-4 \bar{b}_{4}\right)+4 \xi^{2}\left(3 \bar{b}_{5}-\bar{b}_{6}\right)-\frac{13}{72} \pi^{2} \xi^{2}+\frac{152}{9} \xi^{2}, \\
& N \lambda_{1}=\bar{b}_{3}-\bar{b}_{4}+2 \xi\left(3 \bar{b}_{5}-\bar{b}_{6}\right)+\frac{1}{48} \pi^{2} \xi+\frac{38}{3} \xi, \\
& N \lambda_{2}=2 \bar{b}_{4}-\frac{1}{3} \xi  \tag{A.1}\\
& N^{2} \lambda_{3}=\bar{b}_{5}-\frac{1}{3} \bar{b}_{6}+\frac{82}{27}, \\
& N^{2} \lambda_{4}=-\frac{4}{3} \bar{b}_{6}-\frac{14}{27} .
\end{align*}
$$

Throughout this paper, we identify $M_{\pi}$ with the mass of the charged pion and use $F_{\pi}=92.4 \mathrm{MeV}$ [37].

## B Polynomial part of the chiral representation

In this appendix, we convert the representation obtained in ref. 5] for the scattering amplitude to two loops of chiral perturbation theory into an explicit expression for the coefficients of the polynomial $C(s, t, u)$ defined in eq. (2.6). As a first step, we decompose that representation into three functions of a single variable and a polynomial, according to eq. (2.5). The resulting representation for the functions $U^{0}(s), U^{1}(s), U^{2}(s)$ contains linear combinations of the loop integrals $\bar{J}(s), \ldots, K_{4}(s)$ introduced in ref. [5]. Note that the decomposition is not unique: eq. (2.5) fixes the functions $U^{I}(s)$ only up to a polynomial in $s$.

Next, we expand the loop integrals in powers of $s$, using the explicit expressions of ref. [5]. In terms of the dimensionless variable $\bar{s}=s / M_{\pi}^{2}$, the result reads:

$$
\begin{align*}
\bar{J}(s) & =\frac{\bar{s}}{96 \pi^{2}}\left\{1+\frac{\bar{s}}{10}+\frac{\bar{s}^{2}}{70}+O\left(\bar{s}^{3}\right)\right\} \\
K_{1}(s) & =-\frac{\bar{s}}{256 \pi^{4}}\left\{1+\frac{\bar{s}}{12}+\frac{\bar{s}^{2}}{90}+O\left(\bar{s}^{3}\right)\right\}, \\
K_{2}(s) & =-\frac{\bar{s}}{384 \pi^{4}}\left\{1+\frac{7 \bar{s}}{120}+\frac{\bar{s}^{2}}{168}+O\left(\bar{s}^{3}\right)\right\},  \tag{B.1}\\
K_{3}(s) & =\frac{\bar{s}}{1024 \pi^{4}}\left\{\frac{\pi^{2}-6}{3}+\frac{\left(2 \pi^{2}-15\right) \bar{s}}{30}+\frac{\left(6 \pi^{2}-49\right) \bar{s}^{2}}{420}+O\left(\bar{s}^{3}\right)\right\} \\
K_{4}(s) & =-\frac{\bar{s}}{3072 \pi^{4}}\left\{\frac{\pi^{2}-9}{3}+\frac{\left(2 \pi^{2}-19\right) \bar{s}}{20}+\frac{\left(3 \pi^{2}-29\right) \bar{s}^{2}}{105}+O\left(\bar{s}^{3}\right)\right\} .
\end{align*}
$$

These representations suffice to determine the Taylor series expansions of the functions $U^{I}(s)$ around $s=0$, up to and including $O\left(s^{3}\right)$ in the case of $U^{0}(s)$, $U^{2}(s)$ and to $O\left(s^{2}\right)$ for $U^{1}(s)$.

The ambiguity mentioned above is fixed with the dispersive representation (2.7), which requires the first few derivatives of the functions $U^{I}(s)$ to vanish at $s=0$. Starting with an arbitrary decomposition, for which this requirement need not be obeyed, we truncate the Taylor series for $U^{0}(s), U^{2}(s)$ at order $s^{3}$ and the one for $U^{1}(s)$ at order $s^{2}$. It is straightforward to check that the functions obtained by subtracting these terms indeed obey the dispersion relations (2.7). Absorbing the subtractions in $C(s, t, u)$, we may then read off the coefficients of this polynomial:

$$
\begin{align*}
c_{1}= & -\frac{M_{\pi}^{2}}{F_{\pi}^{2}}\left\{1+\xi\left(-\bar{b}_{1}-\frac{68}{315}\right)+\xi^{2}\left(-\frac{8 \bar{b}_{1}}{105}-\frac{32 \bar{b}_{2}}{63}\right.\right. \\
& \left.\left.-\frac{464 \bar{b}_{3}}{315}-\frac{3824 \bar{b}_{4}}{315}+\frac{601 \pi^{2}}{945}-\frac{17947}{2835}\right)\right\}, \\
c_{2}= & \frac{1}{F_{\pi}^{2}}\left\{1+\xi\left(\bar{b}_{2}-\frac{323}{1260}\right)+\xi^{2}\left(-\frac{11 \bar{b}_{1}}{70}-\frac{211 \bar{b}_{2}}{315}\right.\right. \\
& \left.\left.-\frac{628 \bar{b}_{3}}{315}-\frac{5164 \bar{b}_{4}}{315}-\frac{3977}{630}+\frac{5237 \pi^{2}}{7560}\right)\right\} \\
c_{3}= & \frac{1}{N F_{\pi}^{4}}\left\{\bar{b}_{3}+\frac{1}{42}+\xi\left(\frac{18 \bar{b}_{1}}{35}+\frac{59 \bar{b}_{2}}{105}+\frac{731 \bar{b}_{3}}{315}\right.\right. \\
& \left.\left.+\frac{3601 \bar{b}_{4}}{315}-\frac{5387 \pi^{2}}{15120}-\frac{19121}{7560}\right)\right\},  \tag{B.2}\\
c_{4}= & \frac{1}{N F_{\pi}^{4}}\left\{\bar{b}_{4}-\frac{31}{2520}+\xi\left(-\frac{43 \bar{b}_{1}}{420}-\frac{8 \bar{b}_{2}}{63}+\frac{23 \bar{b}_{3}}{63}\right.\right.
\end{align*}
$$

$$
\begin{array}{r}
\left.\left.+\frac{997 \bar{b}_{4}}{315}+\frac{467 \pi^{2}}{7560}-\frac{63829}{45360}\right)\right\} \\
c_{5}=\frac{1}{N^{2} F_{\pi}^{6}}\left\{\frac{137}{1680 \xi}+\frac{\bar{b}_{1}}{16}+\frac{379 \bar{b}_{2}}{1680}-\frac{25 \bar{b}_{3}}{28}-\frac{731 \bar{b}_{4}}{180}+\bar{b}_{5}\right. \\
\\
\left.+\frac{269 \pi^{2}}{15120}+\frac{61673}{18144}\right\} \\
c_{6}=\frac{1}{N^{2} F_{\pi}^{6}}\left\{-\frac{31}{1680 \xi}+\frac{\bar{b}_{1}}{112}-\frac{47 \bar{b}_{2}}{1680}-\frac{65 \bar{b}_{3}}{252}-\frac{547 \bar{b}_{4}}{420}+\bar{b}_{6}\right. \\
\\
\left.+\frac{\pi^{2}}{15120}+\frac{44287}{90720}\right\}
\end{array}
$$

The constants $\bar{b}_{n}$ represent dimensionless combinations of coupling constants, introduced in ref. [5]. In the notation of appendix A, the expressions read:

$$
\begin{align*}
\bar{b}_{1} & =-\frac{7 \tilde{L}}{6}+\frac{4 \tilde{\ell}_{1}}{3}-\frac{\tilde{\ell}_{3}}{2}-2 \tilde{\ell}_{4}+\frac{13}{18}-\frac{49 \xi \tilde{L}^{2}}{6} \\
& +\xi \tilde{L}\left\{-\frac{4 \tilde{\ell}_{1}}{9}-\frac{56 \tilde{\ell}_{2}}{9}-\tilde{\ell}_{3}-\frac{26 \tilde{\ell}_{4}}{3}-\frac{47}{108}\right\}+\xi\left\{\tilde{r}_{1}+\frac{16 \tilde{\ell}_{1} \tilde{\ell}_{4}}{3}-\frac{\tilde{\ell}_{3}^{2}}{2}\right. \\
& \left.-3 \tilde{\ell}_{3} \tilde{\ell}_{4}-5 \tilde{\ell}_{4}^{2}+\frac{28 \tilde{\ell}_{1}}{27}+\frac{80 \tilde{\ell}_{2}}{27}-\frac{15 \tilde{\ell}_{3}}{4}+\frac{26 \tilde{\ell}_{4}}{9}-\frac{34 \pi^{2}}{27}+\frac{3509}{1296}\right\}, \\
\bar{b}_{2} & =\frac{2 \tilde{L}}{3}-\frac{4 \tilde{\ell}_{1}}{3}+2 \tilde{\ell}_{4}-\frac{2}{9}+\frac{431 \xi \tilde{L}^{2}}{36}+\xi \tilde{L}\left\{6 \tilde{\ell}_{1}+\frac{124 \tilde{\ell}_{2}}{9}-\frac{5 \tilde{\ell}_{3}}{2}+\frac{20 \tilde{\ell}_{4}}{3}+\frac{203}{54}\right\} \\
& +\xi\left\{\tilde{r}_{2}-\frac{16 \tilde{\ell}_{1} \tilde{\ell}_{4}}{3}+\tilde{\ell}_{3} \tilde{\ell}_{4}+5 \tilde{\ell}_{4}^{2}-4 \tilde{\ell}_{1}-\frac{166 \tilde{\ell}_{2}}{27}+\frac{9 \tilde{\ell}_{3}}{2}-\frac{8 \tilde{\ell}_{4}}{9}+\frac{317 \pi^{2}}{216}-\frac{1789}{432}\right\}, \\
\bar{b}_{3} & =\frac{\tilde{L}^{2}}{2}+\frac{\tilde{\ell}_{1}}{3}+\frac{\tilde{\ell}_{2}}{6}-\frac{7}{12}-\frac{40 \xi \tilde{L}^{2}}{9}+\xi \tilde{L}\left\{-\frac{38 \tilde{\ell}_{1}}{9}-\frac{20 \tilde{\ell}_{2}}{3}+2 \tilde{\ell}_{4}+\frac{365}{216}\right\} \\
& +\xi\left\{\tilde{r}_{3}+\frac{4 \tilde{\ell}_{1} \tilde{\ell}_{4}}{3}+\frac{2 \tilde{\ell}_{2} \tilde{\ell}_{4}}{3}+\frac{89 \tilde{\ell}_{1}}{27}+\frac{38 \tilde{\ell}_{2}}{9}-\frac{7 \tilde{\ell}_{4}}{3}-\frac{311 \pi^{2}}{432}+\frac{7063}{864}\right\},  \tag{B.3}\\
\bar{b}_{4} & =\frac{\tilde{L}^{2}}{6}+\frac{\tilde{\ell}_{2}}{6}-\frac{5}{36}+\frac{5 \xi \tilde{L}^{2}}{6}+\xi \tilde{L}\left\{\frac{\tilde{\ell}_{1}}{9}+\frac{8 \tilde{\ell}_{2}}{9}+\frac{2 \tilde{\ell}_{4}}{3}-\frac{47}{216}\right\} \\
& +\xi\left\{\tilde{r}_{4}+\frac{2 \tilde{\ell}_{2} \tilde{\ell}_{4}}{3}+\frac{5 \tilde{\ell}_{1}}{27}+\frac{4 \tilde{\ell}_{2}}{27}-\frac{5 \tilde{\ell}_{4}}{9}+\frac{17 \pi^{2}}{216}+\frac{1655}{2592}\right\}, \\
\bar{b}_{5} & =\frac{85 \tilde{L}^{2}}{72}+\tilde{L}\left\{\frac{7 \tilde{\ell}_{1}}{8}+\frac{107 \tilde{\ell}_{2}}{72}-\frac{625}{288}\right\}+\tilde{r}_{5}-\frac{31 \tilde{\ell}_{1}}{36}-\frac{145 \tilde{\ell}_{2}}{108}+\frac{7 \pi^{2}}{54}-\frac{66029}{20736}, \\
\bar{b}_{6} & =\frac{5 \tilde{L}^{2}}{24}+\tilde{L}\left\{\frac{5 \tilde{\ell}_{1}}{72}+\frac{25 \tilde{\ell}_{2}}{72}-\frac{257}{864}\right\}+\tilde{r}_{6}-\frac{7 \tilde{\ell}_{1}}{108}-\frac{35 \tilde{\ell}_{2}}{108}+\frac{\pi^{2}}{27}-\frac{11375}{20736} .
\end{align*}
$$

Note that the quark masses exclusively enter through $\xi$ and $\tilde{L}$ - the remaining quantities are independent thereof. The expressions involve the logarithm of $M_{\pi}^{2}$,
as well as the square thereof - in the chiral limit, the coefficients $\bar{b}_{n}$ diverge logarithmically. The coefficients of the leading infrared singularities are pure numbers, which are determined by the structure of the symmetry group and the transformation properties of the symmetry breaking part of the Hamiltonian, that is of the quark mass term. The scales of the logarithmic divergences, on the other hand, are not determined by the symmetry, but are fixed by the intrinsic scales $\Lambda_{1}, \ldots, \Lambda_{4}$ of the effective coupling constants of $\mathcal{L}_{4}$.

## C The corrections $\Delta_{0}, \Delta_{1}, \Delta_{2}, \Delta_{r}$

The leading terms in the expansion of the scalar radius in powers of the quark masses are determined by $\bar{\ell}_{4}$. The next-to-leading order correction $\Delta_{r}$, which is defined in (7.5), was calculated in (21], on the basis of an evaluation of the scalar form factor to two loops. In the notation introduced above, their result reads:

$$
\begin{align*}
\Delta_{r} & =-\frac{29}{18} \tilde{L}^{2}+\tilde{L}\left\{-\frac{31}{9} \tilde{\ell}_{1}-\frac{34}{9} \tilde{\ell}_{2}+4 \tilde{\ell}_{4}-\frac{145}{216}\right\}+\tilde{r}_{S_{2}}+\tilde{\ell}_{3} \tilde{\ell}_{4}+2 \tilde{\ell}_{4}^{2} \\
& +\frac{22}{9} \tilde{\ell}_{1}+2 \tilde{\ell}_{2}-\frac{5}{24} \tilde{\ell}_{3}-\frac{13}{6} \tilde{\ell}_{4}-\frac{23 \pi^{2}}{72}+\frac{869}{648} \tag{C.1}
\end{align*}
$$

As discussed in section 6, the quantities $C_{0}, C_{1}$ and $C_{2}$ tend to unity in the chiral limit. According to equation (7.6), the first order corrections can be expressed in terms of the scalar radius and the coupling constant $\bar{\ell}_{3}$. To work out the corrections of second order, it suffices to insert the relations (B.2), (B.3) in the definition (6.2) of $C_{1}$ and $C_{2}$ and read off the coefficients of the terms of order $\xi^{2}$. The result reads

$$
\begin{align*}
\Delta_{1} & =-\frac{71 \tilde{L}^{2}}{12}+\tilde{L}\left\{-\frac{40 \tilde{\ell}_{1}}{9}-\frac{80 \tilde{\ell}_{2}}{9}-\frac{5 \tilde{\ell}_{3}}{2}+4 \tilde{\ell}_{4}+\frac{5393}{315}\right\} \\
& +\tilde{r}_{2}+4 \tilde{r}_{3}-4 \tilde{r}_{4}-2 \tilde{r}_{S_{2}}-\tilde{\ell}_{3} \tilde{\ell}_{4}+\tilde{\ell}_{4}^{2} \\
& +\frac{1826 \tilde{\ell}_{1}}{315}+\frac{3118 \tilde{\ell}_{2}}{315}+\frac{79 \tilde{\ell}_{3}}{21}-\frac{144 \tilde{\ell}_{4}}{35}-\frac{521}{252} \pi^{2}+\frac{24221}{3024}  \tag{C.2}\\
\Delta_{2} & =-\frac{175 \tilde{L}^{2}}{18}+\tilde{L}\left\{-10 \tilde{\ell}_{1}-\frac{148 \tilde{\ell}_{2}}{9}+\tilde{\ell}_{3}+6 \tilde{\ell}_{4}+\frac{9311}{630}\right\} \\
& -\tilde{r}_{1}+4 \tilde{r}_{3}-4 \tilde{r}_{4}-2 \tilde{r}_{S_{2}}+\frac{\tilde{\ell}_{3}^{2}}{2}+\tilde{\ell}_{3} \tilde{\ell}_{4}+\tilde{\ell}_{4}^{2} \\
& +\frac{556 \tilde{\ell}_{1}}{63}+\frac{4372 \tilde{\ell}_{2}}{315}+\frac{104 \tilde{\ell}_{3}}{35}-\frac{125 \tilde{\ell}_{4}}{21}-\frac{2939 \pi^{2}}{1260}+\frac{43109}{5040}
\end{align*}
$$

According to (6.6), the analogous correction in the low energy theorem for $C_{0}$ can be expressed in terms of these:

$$
\begin{equation*}
\Delta_{0}=\frac{1}{7}\left(12 \Delta_{1}-5 \Delta_{2}\right) \tag{C.3}
\end{equation*}
$$

## D Phenomenological representation

In the present appendix, we convert the low energy representation of the scattering amplitude constructed in ref. [6] into the form given in section [3. That representation consists of a sum of two terms:

$$
\begin{equation*}
A(s, t, u)=A(s, t, u)_{S P}+A(s, t, u)_{d} \tag{D.1}
\end{equation*}
$$

The first describes the contributions generated by the imaginary parts of the $S$ and $P$-waves below $\sqrt{s_{2}}=2 \mathrm{GeV}$, while the background amplitude $A(s, t, u)_{d}$ collects those from the higher partial waves and higher energies.

The explicit expression for the first term involves three functions of a single variable:

$$
\begin{align*}
A(s, t, u)_{S P}= & 32 \pi\left\{\frac{1}{3} W^{0}(s)+\frac{3}{2}(s-u) W^{1}(t)+\frac{3}{2}(s-t) W^{1}(u)\right. \\
& \left.+\frac{1}{2} W^{2}(t)+\frac{1}{2} W^{2}(u)-\frac{1}{3} W^{2}(s)\right\} . \tag{D.2}
\end{align*}
$$

The functions $W^{0}(s), W^{1}(s), W^{2}(s)$ are determined by the imaginary parts of the $S$ - and $P$-waves and by the two subtraction constants $a_{0}^{0}, a_{0}^{2}$ :

$$
\begin{align*}
W^{0}(s) & =\frac{a_{0}^{0} s}{4 M_{\pi}^{2}}+\frac{s\left(s-4 M_{\pi}^{2}\right)}{\pi} \int_{4 M_{\pi}^{2}}^{s_{2}} d s^{\prime} \frac{\operatorname{Im} t_{0}^{0}\left(s^{\prime}\right)}{s^{\prime}\left(s^{\prime}-4 M_{\pi}^{2}\right)\left(s^{\prime}-s\right)}, \\
W^{1}(s) & =\frac{s}{\pi} \int_{4 M_{\pi}^{2}}^{s_{2}} d s^{\prime} \frac{\operatorname{Im} t_{1}^{1}\left(s^{\prime}\right)}{s^{\prime}\left(s^{\prime}-4 M_{\pi}^{2}\right)\left(s^{\prime}-s\right)},  \tag{D.3}\\
W^{2}(s) & =\frac{a_{0}^{2} s}{4 M_{\pi}^{2}}+\frac{s\left(s-4 M_{\pi}^{2}\right)}{\pi} \int_{4 M_{\pi}^{2}}^{s_{2}} d s^{\prime} \frac{\operatorname{Im} t_{0}^{2}\left(s^{\prime}\right)}{s^{\prime}\left(s^{\prime}-4 M_{\pi}^{2}\right)\left(s^{\prime}-s\right)} .
\end{align*}
$$

These functions are closely related to the quantities $\bar{W}^{I}(s)$ introduced in section 3, but there are two differences: The subtractions are not the same and the range of integration differs.

To compare $W^{0}(s)$ with $\bar{W}^{0}(s)$, we consider the function

$$
w^{0}(s)=\frac{s^{4}}{\pi} \int_{4 M_{\pi}^{2}}^{s_{2}} d s^{\prime} \frac{\operatorname{Im} t_{0}^{0}\left(s^{\prime}\right)}{s^{\prime 4}\left(s^{\prime}-s\right)}
$$

which is intermediate between the two: It differs from $\bar{W}^{0}(s)$ only in the range of integration and from $W^{0}(s)$ only by a subtraction polynomial. The latter may be expressed in terms of the following moments of the imaginary part:

$$
\begin{equation*}
J_{n}^{0}=\frac{1}{\pi} \int_{4 M_{\pi}^{2}}^{s_{2}} \frac{d s \operatorname{Im} t_{0}^{0}(s)}{s^{n+2}\left(s-4 M_{\pi}^{2}\right)}, \quad n=0,1,2 \tag{D.4}
\end{equation*}
$$

The explicit relation between $W^{0}(s)$ and $w^{0}(s)$ reads

$$
\begin{equation*}
W^{0}(s)=w^{0}(s)+\frac{a_{0}^{0} s}{4 M_{\pi}^{2}}+s\left(s-4 M_{\pi}^{2}\right) J_{0}^{0}+s^{2}\left(s-4 M_{\pi}^{2}\right) J_{1}^{0}+4 M_{\pi}^{2} s^{3} J_{2}^{0} \tag{D.5}
\end{equation*}
$$

The difference $\bar{W}^{0}(s)-w^{0}(s)$, on the other hand, is given by an integral over the region $s>s_{2}$, which merely generates contributions of $O\left(p^{8}\right)$, so that

$$
w^{0}(s)=\bar{W}^{0}(s)+O\left(p^{8}\right)
$$

To the accuracy to which the two loop representation holds, we may thus replace the term $w^{0}(s)$ on the r.h.s of eq. (D.5) by $\bar{W}^{0}(s)$.

This shows that, up to terms of $O\left(p^{8}\right)$, the functions $\bar{W}^{0}(s)$ and $W^{0}(s)$ only differ by a polynomial whose coefficients are determined by the moments $J_{n}^{0}$. The same reasoning also applies to the components with $I=1,2$. The relevant moments are given by

$$
\begin{equation*}
J_{n}^{1}=\frac{1}{\pi} \int_{4 M_{\pi}^{2}}^{s_{2}} \frac{d s \operatorname{Im} t_{1}^{1}(s)}{s^{n+2}\left(s-4 M_{\pi}^{2}\right)}, \quad J_{n}^{2}=\frac{1}{\pi} \int_{4 M_{\pi}^{2}}^{s_{2}} \frac{d s \operatorname{Im} t_{0}^{2}(s)}{s^{n+2}\left(s-4 M_{\pi}^{2}\right)} \tag{D.6}
\end{equation*}
$$

The net result amounts to a representation for $A(s, t, u)_{S P}$ in terms of the functions $\bar{W}^{I}(s)$ and a set of polnomials involving the above moments:

$$
\begin{align*}
& W^{0}(s)=\bar{W}^{0}(s)+\frac{a_{0}^{0} s}{4 M_{\pi}^{2}}+s\left(s-4 M_{\pi}^{2}\right) J_{0}^{0}+s^{2}\left(s-4 M_{\pi}^{2}\right) J_{1}^{0}+4 M_{\pi}^{2} s^{3} J_{2}^{0}+O\left(p^{8}\right) \\
& W^{1}(s)=\bar{W}^{1}(s)-s J_{0}^{1}-s^{2} J_{1}^{1}+O\left(p^{6}\right)  \tag{D.7}\\
& W^{2}(s)=\bar{W}^{2}(s)+\frac{a_{0}^{2} s}{4 M_{\pi}^{2}}+s\left(s-4 M_{\pi}^{2}\right) J_{0}^{2}+s^{2}\left(s-4 M_{\pi}^{2}\right) J_{1}^{2}+4 M_{\pi}^{2} s^{3} J_{2}^{2}+O\left(p^{8}\right) .
\end{align*}
$$

## E Moments of the background amplitude

We now turn to the second part in the decomposition (D.1). The chiral representation shows that the infrared singularities contained in $A(s, t, u)_{d}$ start manifesting themselves only at higher orders. Up to and including $O\left(p^{6}\right)$, the background amplitude is a crossing symmetric polynomial of the momenta:

$$
\begin{align*}
A(s, t, u)_{d} & =P(s, t, u)+O\left(p^{8}\right)  \tag{E.1}\\
P(s, t, u) & =p_{1}+p_{2} s+p_{3} s^{2}+p_{4}(t-u)^{2}+p_{5} s^{3}+p_{6} s(t-u)^{2}
\end{align*}
$$

The coefficients $p_{1}, \ldots, p_{6}$ may be calculated by expanding the dispersion integrals in powers of the momenta. For a detailed discussion, we refer to appendix B of ref. [6]. By construction, $A(s, t, u)_{d}$ does not contribute to the $S$-wave scattering lengths. This condition fixes $p_{1}$ and $p_{2}$ in terms of the remaining coefficients:

$$
\begin{equation*}
p_{1}=-16 M_{\pi}^{4} p_{4}, \quad p_{2}=4 M_{\pi}^{2}\left(-p_{3}+p_{4}-4 M_{\pi}^{2} p_{5}\right) \tag{E.2}
\end{equation*}
$$

The explicit expressions for these read

$$
p_{3}=\frac{8 \pi}{3}\left(4 I_{0}^{0}-9 I_{0}^{1}-I_{0}^{2}\right)+\frac{16 \pi}{3} M_{\pi}^{2}\left(-8 I_{1}^{0}-21 I_{1}^{1}+11 I_{1}^{2}+12 H\right)
$$

$$
\begin{align*}
& p_{4}=8 \pi\left(I_{0}^{1}+I_{0}^{2}\right)+16 \pi M_{\pi}^{2}\left(I_{1}^{1}+I_{1}^{2}\right)  \tag{E.3}\\
& p_{5}=\frac{4 \pi}{3}\left(8 I_{1}^{0}+9 I_{1}^{1}-11 I_{1}^{2}-6 H\right) \\
& p_{6}=4 \pi\left(I_{1}^{1}-3 I_{1}^{2}+2 H\right) .
\end{align*}
$$

The moments $I_{n}^{I}$ represent integrals over the imaginary parts at $t=0$ (total cross sections), except that the contributions from the $S$ - and $P$-waves below $\sqrt{s_{2}}=2 \mathrm{GeV}$ are removed. In terms of the imaginary parts of the partial waves, the explicit expression reads [6]:

$$
\begin{align*}
I_{n}^{I} & =\sum_{\ell=2}^{\infty} \frac{(2 l+1)}{\pi} \int_{4 M_{\pi}^{2}}^{s_{2}} d s \frac{\operatorname{Im} t_{\ell}^{I}(s)}{s^{n+2}\left(s-4 M_{\pi}^{2}\right)}  \tag{E.4}\\
& +\sum_{\ell=0}^{\infty} \frac{(2 l+1)}{\pi} \int_{s_{2}}^{\infty} d s \frac{\operatorname{Im} t_{\ell}^{I}(s)}{s^{n+2}\left(s-4 M_{\pi}^{2}\right)} .
\end{align*}
$$

The term $H$ represents an analogous integral over the derivatives of the imaginary parts with respect to $t$ at $t=0$. Since the $S$-wave contributions are independent of $t$, they drop out. Moreover, on account of crossing symmetry, the contributions with $I=1$ may be expressed in terms of those with $I=0,2$ :

$$
\begin{equation*}
H=\sum_{\ell=2}^{\infty}(2 l+1) \ell(\ell+1) \frac{1}{\pi} \int_{4 M_{\pi}^{2}}^{\infty} d s \frac{2 \operatorname{Im} t_{\ell}^{0}(s)+4 \operatorname{Im} t_{\ell}^{2}(s)}{9 s^{3}\left(s-4 M_{\pi}^{2}\right)} \tag{E.5}
\end{equation*}
$$

There is an important difference between the moments relevant for the background amplitude and those associated with the $S$ - and $P$-waves: While $I_{n}^{I}$ and $H$ remain finite when the quark masses are sent to zero,

$$
I_{0}^{I}=O(1), \quad I_{1}^{I}=O(1), \quad I_{2}^{I}=O(1), \quad H=O(1)
$$

the $S$ - and $P$-wave moments with $n \geq 1$ explode in that limit:

$$
J_{0}^{I}=O(1), \quad J_{1}^{I}=O\left(M_{\pi}^{-2}\right), \quad J_{2}^{I}=O\left(M_{\pi}^{-4}\right)
$$

The phenomenon arises from the manner in which we have chosen to decompose the amplitude into a contribution from the $S$ - and $P$-waves, described by the functions $\bar{W}^{I}(s)$, and a polynomial. These functions develop an infrared singularity in the chiral limit, which cancels the one occurring in the polynomial the full scattering amplitude approaches a finite limit when the quark masses are turned off. In fact, the problem does not occur in the original form of the decomposition, based on the functions $W^{I}(s)$ : these do have a decent chiral limit.

The same singularities also show up in the chiral representation of the amplitude: As we have normalized the unitarity correction by subtracting the dispersion integrals at $s=0$, they contain a quadratic infrared divergence in the chiral limit. Indeed, the relations (B.2) show that the coefficients $c_{5}$ and $c_{6}$ contain contributions that are inversely proportional to $M_{\pi}^{2}$ and precisely cancel this
divergence. The above choice of the decomposition has the advantage that it is scale independent and leads to a simple form of the matching conditions. The backside of the coin is that the two pieces do not have a smooth chiral limit. We could modify the normalization of the unitarity correction in such a way that it remains finite in the chiral limit, at the price of introducing an arbitrary scale to normalize the logarithmic infrared singularities. There is no gain in doing that, however: Anyway, only the sum of the polynomial and the unitarity correction is relevant, so that different decompositions lead to identical results. We stick to the one above.

Finally, we add up the two parts of the amplitude. The result takes the form of eq. (3.2), where $\bar{P}(s, t, u)$ represents the sum of the two polynomials associated with the two parts. The coefficients $\bar{p}_{1}, \ldots, \bar{p}_{6}$ involve a linear combination of the various moments introduced above. In fact, up to terms of $O\left(p^{8}\right)$, the result may be expressed in terms of the combinations

$$
\begin{equation*}
\bar{I}_{n}^{0}=I_{n}^{0}+J_{n}^{0}, \quad \bar{I}_{n}^{1}=I_{n}^{1}+3 J_{n}^{1}, \quad \bar{I}_{n}^{2}=I_{n}^{2}+J_{n}^{2} \tag{E.6}
\end{equation*}
$$

The contributions from the $S$ - and $P$-wave moments $J_{n}^{I}$ precisely represent the pieces needed to complete the sum over the angular momenta - the factor of 3 in front of the $P$-wave moments accounts for the weight $2 \ell+1$ that occurs in the definition (E.4) of the moments $I_{n}^{1}$. The result is independent of the energy $s_{2}$ used in the decomposition (D.1) of the amplitude and is given in eqs. (3.4), (3.5).

The moments are readily evaluated with the information given in ref. [6]. Since the angular momentum barrier suppresses the higher partial waves near threshold, the terms $I_{2}^{0}, I_{2}^{1}$ and $I_{2}^{2}$ are negligibly small. The contributions from the $S$ - and $P$-waves depend on the values of the two $S$-wave scattering lengths $a_{0}^{0}$ and $a_{0}^{2}$. In the narrow range of interest here, this dependence is well described by a quadratic interpolation of the form

$$
\bar{I}=u_{0}+u_{1} \Delta a_{0}^{0}+u_{2} \Delta a_{0}^{2}+u_{3}\left(\Delta a_{0}^{0}\right)^{2}+u_{4} \Delta a_{0}^{0} \Delta a_{0}^{2}+u_{5}\left(\Delta a_{0}^{2}\right)^{2}
$$

with $\Delta a_{0}^{0}=a_{0}^{0}-0.225, \Delta a_{0}^{2}=a_{0}^{2}+0.03706$. The numerical values of the coefficients are listed in table 3.

|  | $I=0$ |  |  |  | $I=1$ |  |  |  | $I=2$ |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: |
|  | $\bar{I}_{0}^{0}$ <br> $\mathrm{GeV}^{-4}$ | $\bar{I}_{1}^{0}$ <br> $\mathrm{EeV}^{-6}$ | $\bar{I}_{2}^{0}$ <br> $\mathrm{GeV}^{-6}$ | $\bar{I}_{0}^{1}$ <br> $\mathrm{GeV}^{-4}$ | $\bar{I}_{1}^{1}$ <br> $\mathrm{GeV}^{-6}$ | $\bar{I}_{2}^{1}$ <br> $\mathrm{GeV}^{-6}$ | $\bar{I}_{0}^{2}$ <br> $\mathrm{GeV}^{-4}$ | $\bar{I}_{1}^{2}$ <br> $\mathrm{GeV}^{-6}$ | $\bar{I}_{2}^{2}$ <br> $\mathrm{GeV}^{-6}$ |  |  |
| $u_{0}$ | 9.44 | 66.7 | 609 | 1.90 | 3.92 | 10.6 | .469 | 2.61 | 21.4 |  |  |
| $u_{1}$ | 58.5 | 507 | 4980 | 1.97 | 6.35 | 25.6 | 1.56 | 5.84 | 33.9 |  |  |
| $u_{2}$ | -75.2 | -462 | -3300 | -7.99 | -25.2 | -99.3 | -15.1 | -97.8 | -884 |  |  |
| $u_{3}$ | 82.4 | 902 | 9800 | -1.09 | -2.1 | -2.84 | -.295 | -2.65 | -23.6 |  |  |
| $u_{4}$ | -232 | -1920 | -16200 | -2.66 | -18.3 | -110 | -14.5 | -54.3 | -317 |  |  |
| $u_{5}$ | 322 | 2280 | 16900 | 17.4 | 72.6 | 349 | 125 | 932 | 9190 |  |  |

Table 3: Moments of the background amplitude.

The quantity $H$ exclusively receives contributions from the partial waves with $\ell \geq 2$. As discussed in detail in [6], $H$ is dominated by the contribution from the lowest spin 2 resonance, which is independent of $a_{0}^{0}, a_{0}^{2}$. The behaviour of the integrand in the threshold region does depend on the two $S$-wave scattering lengths, because these determine the threshold parameters of the higher partial waves, but since the contributions from that region are very small, we ignore the dependence on $a_{0}^{0}, a_{0}^{2}$ and use the value given in [6]:

$$
\begin{equation*}
H=0.32 \mathrm{GeV}^{-6} \tag{E.7}
\end{equation*}
$$

## F Error analysis and correlations

The matching conditions and the two loop representation for the scalar radius determine the values of the constants

$$
\vec{x}=\left\{a_{0}^{0}, a_{0}^{2}, \bar{\ell}_{1}, \bar{\ell}_{2}, \bar{\ell}_{4}, \tilde{r}_{5}, \tilde{r}_{6}\right\}
$$

as functions of the parameters occurring in our input,

$$
\vec{y}=\left\{\left\langle r^{2}\right\rangle_{s}, \bar{\ell}_{3}, \tilde{r}_{1}, \tilde{r}_{2}, \tilde{r}_{3}, \tilde{r}_{4}, r_{S_{2}}, \theta_{0}, \theta_{1}\right\}
$$

The last two of these characterize the experimental input used when solving the Roy equations. Strictly speaking, that part of our input involves three functions, the imaginary parts of the $S$ - and $P$-waves above 0.8 GeV , but in practice, the solution of the matching conditions is sensitive only to two parameters: the values of the phases $\delta_{0}^{0}(s)$ and $\delta_{1}^{1}(s)$ at $\sqrt{s}=0.8 \mathrm{GeV}$, which we denote by $\theta_{0}$ and $\theta_{1}$, respectively. In ref. [6], the uncertainties in these parameters are estimated at $\theta_{0}=82.3^{\circ} \pm 3.4^{\circ}, \theta_{1}=108.9^{\circ} \pm 2^{\circ}$ 。

The uncertainties in the input give rise both to uncertainties in the individual components of $\vec{x}$ and to correlations among these. We describe the correlations in terms of a Gaussian distribution: The probability for $\vec{x}$ to be contained in the volume element $d x$ is represented as

$$
\begin{align*}
& d P=N \exp \left(-\frac{1}{2} Q\right) d x  \tag{F.1}\\
& Q=\sum_{a b} C_{a b} \Delta x^{a} \Delta x^{b}, \quad \Delta x^{a}=x^{a}-\left\langle x^{a}\right\rangle
\end{align*}
$$

The uncertainties in our results are characterized by the coefficients $C_{a b}$ of the quadratic form in the exponential. In the Gaussian approximation, the matrix $C$ is given by the inverse of the correlation matrix $K$,

$$
\begin{equation*}
K^{a b}=\left\langle\Delta x^{a} \Delta x^{b}\right\rangle, \quad C \cdot K=\mathbf{1}, \tag{F.2}
\end{equation*}
$$

so that the error analysis boils down to an evaluation of the matrix $K$.

In the small region of interest, the response to a change of the input variables is approximately linear. We denote the central values of the input parameters by $y_{c}$ and set $y^{i}=y_{c}^{i}\left(1+\eta^{i}\right)$, with $\left\langle\eta^{i}\right\rangle=0$. Linearity then implies that the mean value of $x^{a}$ coincides with the solution of the matching conditions that corresponds to our central set of input parameters, and that the correlation matrix $K$ can be expressed in terms of the matrix $\left\langle\eta^{i} \eta^{k}\right\rangle$. We treat the input variables as statistically independent, so that this matrix is diagonal,

$$
\begin{equation*}
\left\langle\eta^{i} \eta^{k}\right\rangle=\delta^{i k}\left(\sigma_{i}\right)^{2} . \tag{F.3}
\end{equation*}
$$

The result of the dispersive evaluation, $\left\langle r^{2}\right\rangle_{s}=0.61 \pm 0.04 \mathrm{fm}^{2}$, implies that the mean square deviation in the variable $\eta^{1}$ is given by $\sigma_{1}=0.04 / 0.61$. We interpret the estimate $\bar{\ell}_{3}=2.9 \pm 2.4$ in the same manner: $\sigma_{2}=2.4 / 2.9$. Concerning the variables $r_{1}, \ldots, r_{4}$ and $r_{S_{2}}$, we assume that all values in the interval from 0 to twice the value obtained from resonance saturation are equally likely, so that, for $n=3, \ldots, 7$, the mean square deviation becomes $\sigma_{n}=1 / \sqrt{3}$. Finally, the uncertainties in the input parameters $\theta_{0}$ and $\theta_{1}$ amount to $\sigma_{8}=3.4 / 82.3$ and $\sigma_{9}=2 / 108.9$, respectively.

We also need an estimate for the sensitivity of our results to the value of the scale $\mu$ used when applying the resonance estimates. For the mean values, we use $\mu=M_{\rho}$. To estimate the uncertainties due to that choice, we evaluate the shift occurring in the quantity of interest if the coupling constants $r_{n}$ are held fixed, but the scale is replaced by $\mu=1 \mathrm{GeV}$, repeat the calculation for $\mu=0.5 \mathrm{GeV}$, and take the mean square of the two shifts. Likewise, the correponding contribution to the correlation matrix is the average of the two matrices associated with those two shifts. Alternatively we could assume that all values of $\mu$ in the interval between 0.5 and 1 GeV are equally likely. The uncertainties then become somewhat smaller, but it suffices to slightly stretch the interval for the outcome to be nearly the same.

|  | $\Delta a_{0}^{0}$ | $\Delta a_{0}^{2}$ | $\Delta \bar{\ell}_{1}$ | $\Delta \bar{\ell}_{2}$ | $\Delta \bar{\ell}_{4}$ | $\Delta \tilde{r}_{5}$ | $\Delta \tilde{r}_{6}$ |
| :---: | :---: | :---: | :---: | :---: | ---: | ---: | ---: |
| $\Delta a_{0}^{0}$ | $2.0 \cdot 10^{-5}$ | $3.2 \cdot 10^{-6}$ | $1.9 \cdot 10^{-4}$ | $-1.7 \cdot 10^{-5}$ | $4.2 \cdot 10^{-4}$ | $3.2 \cdot 10^{-4}$ | $3.3 \cdot 10^{-5}$ |
| $\Delta a_{0}^{2}$ |  | $9.7 \cdot 10^{-7}$ | $1.6 \cdot 10^{-4}$ | $-1.2 \cdot 10^{-5}$ | $-4.2 \cdot 10^{-6}$ | $-2.2 \cdot 10^{-4}$ | $-2.2 \cdot 10^{-5}$ |
| $\Delta \bar{\ell}_{1}$ |  |  | $3.5 \cdot 10^{-1}$ | $-3.3 \cdot 10^{-2}$ | $6.7 \cdot 10^{-2}$ | $-5.4 \cdot 10^{-1}$ | $-3.7 \cdot 10^{-2}$ |
| $\Delta \bar{\ell}_{2}$ |  |  |  | $1.2 \cdot 10^{-2}$ | $-7.2 \cdot 10^{-3}$ | $1.1 \cdot 10^{-2}$ | $-4.6 \cdot 10^{-3}$ |
| $\Delta \bar{\ell}_{4}$ |  |  |  |  | $4.8 \cdot 10^{-2}$ | $-9.1 \cdot 10^{-2}$ | $-2.2 \cdot 10^{-3}$ |
| $\Delta \tilde{r}_{5}$ |  |  |  |  |  | 1.1 | $9.2 \cdot 10^{-2}$ |
| $\Delta \tilde{r}_{6}$ |  |  |  |  |  |  | $1.1 \cdot 10^{-2}$ |

Table 4: Numerical elements of the correlation matrix (F.2).
The elements of the resulting correlation matrix are listed in table 团. The offdiagonal elements are of interest only if their numerical values are comparable
to the product of the square roots of the corresponding diagonal entries - the numbers listed are significant only insofar as this condition is met (those below the diagonal are omitted - the matrix is symmetric). The errors quoted in the various rows of table 1 are the square roots of the corresponding contributions to the diagonal elements of the correlation matrix.

If all variables except $a_{0}^{0}$ and $a_{0}^{2}$ are integrated out, the distribution reduces to a Gaussian in these two variables:

$$
d p=n \exp \left(-\frac{1}{2} q\right) d a_{0}^{0} d a_{0}^{2}, \quad q=c_{11}\left(\Delta a_{0}^{0}\right)^{2}+2 c_{12} \Delta a_{0}^{0} \Delta a_{0}^{2}+c_{22}\left(\Delta a_{0}^{0}\right)^{2}
$$

where the $2 \times 2$ matrix $c$ is the inverse of the submatrix of $K$ that collects the correlations of $a_{0}^{0}$ and $a_{0}^{2}$. The result is illustrated in fig. [i: The small ellipse shows the standard $68 \%$ confidence limit, that is the contour where $q=1$. For a careful analysis of the errors and correlations associated with the various numerical evaluations found in the literature, we refer to [44], where the corresponding error ellipses are also shown. Note that the radiative corrections in the value of $F_{\pi}$ are often not accounted for. At the accuracy under discussion, these matter, as they increase the results for the $S$-wave scattering lengths by about two percent.
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[^0]:    ${ }^{1}$ Throughout this paper, we identify $M_{\pi}$ with the mass of the charged pion and use $F_{\pi}=$ 92.4 MeV [37].

[^1]:    ${ }^{2}$ If $\ell_{3}$ is large, the symmetry breaking effects generated by the quark masses are larger than in the standard framework, so that a reordering of the series that gives these more weight is called for.

